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This brief review of the state of the art
in output devices is written from a per-
spective of two basic questions. How
closely do current devices come to
reaching the limits of the human capac-
ity to receive information? What are the
prospects for improvement? This over-
view is divided into sections dealing
with visual, auditory and touch dis-
plays, followed by VR displays, which
integrate all three types of system. For
a much more detailed review, the best
single reference is Barfield et al. [1995].

VISUAL DISPLAYS: SPATIAL AND
TEMPORAL

Humans get perhaps 70% of all sensory
input from vision. The human eye has
an enormous dynamic range. The
amount of light reflected from surfaces
on a bright day at the beach is about
five orders of magnitude greater than
the amount available under dim lamp
lights. By way of contrast, most com-
puter displays have a dynamic range of
a little more than two orders of magni-
tude, but it does not matter because the
eye is quite insensitive to the overall
level of the illumination. This is an im-
portant point: displays do not synthe-
size reality, they fool the brain. We are
approaching the ideal of having screens
with pixels as fine as the human eye
can resolve (at least with proper anti-
aliasing). The receptors in the human
eye have a visual angle of about 0.8
minute of arc. High-resolution screens
are commonly available that provide
1200 pixels in a 30-cm screen—about 40
pixels/cm; at normal viewing distances
these pixels are about twice the size of

receptors when imaged on the retina.
However, there are aliasing effects that
mean that image errors of less than
receptor size can be seen.
Temporal resolution is as important

as spatial resolution in designing a dis-
play. A light that flickers at more than
50 Hz is generally perceived as steady.
Higher update rates are needed to cope
with images that are rapidly changing.
In general, the prospects for better

spatial and temporal resolution are
good both because of improvements in
the display and because of better spatial
and temporal anti-aliasing techniques.
We can expect to see an increase in the
number of pixels available on the screen
up to and beyond the 1080 3 1920 in
the draft high-definition TV standard.
At present screens that refresh at more
than 70 Hz are rare, but this will
change as the display of moving images
becomes more common.

STEREOSCOPIC DISPLAYS

In a stereoscopic display slightly differ-
ent images are presented to the two
eyes to create a greater illusion of 3D
space. The most widely used method for
achieving this is the frame-sequential
method in which shutters are used to
ensure that the two eyes receive alter-
native frames of the video image. In one
widely used technique, shutters are in-
corporated in glasses that are synchro-
nized with the monitor via an infrared
link. In another, the polarization of a
screen covering the monitor can be
changed for alternate frames; in this
case the user wears Polaroid glasses,
differently polarized for each eye. Circu-
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lar polarization is currently used since
this is not affected by head orientation.
Either method works well if the graph-
ics system can provide at least one hun-
dred updates per second, fifty to each
eye.
The most challenging problem relat-

ing to stereo displays is the difficulty of
simulating depth of focus. This may
make stereo displays both fatiguing to
look at and difficult to fuse because the
brain expects objects at different depths
to require refocusing of the eye. There is
no short-term solution to this problem.

FORCE AND HAPTIC DISPLAYS

A force display is one in which touch
information is synthesized by producing
forces on the skin of the operator. How-
ever, the touch sensation is extraordi-
narily complex, involving sensitivity to
small shear forces in the skin as well as
pressure sensors in the skin and in the
joints. The technical problems in gener-
ating even simple touch sensations are
formidable, especially on the large scale
demanded by VR. Devices must be stiff
in order to be able to create the sensa-
tion of solid contact and light so that
they have little inertia, and there must
be a tight loop between input (position)
and output (force); 5 Khz may be neces-
sary for optimal fine motor control. Nev-
ertheless, it has been shown that even
very limited force feedback improves
performance in certain telerobotic appli-
cations when, for example, inserting a
peg into a hole. There is little doubt
that the use of force output has clear
potential for applications such as ar-
throscopic surgery and telerobotics.
There are good prospects that small,
low-cost force output devices will be-
come available, useful for example in
CAD systems so that users can feel con-
tacts between components as they are
assembled.

AUDITORY DISPLAYS

In terms of sheer bandwidth the prob-
lem of auditory displays have been

solved; inexpensive systems exceed the
temporal resolution and dynamic range
of the human ear. Sound can also be
generated that can be localized in space
almost as well as sounds in the environ-
ment. Of course, speech in everyday life
is a tool in dialog: hearing and speaking
are closely coupled. But, since machines
have as yet very limited intelligence,
this dialog is very asymmetric in cur-
rent systems and this may be why many
people turn sound features off. A major
use of speech output is in telephone
interfaces to computers and in multime-
dia and training systems. The outlook
for auditory displays, both speech and
non-speech, is very positive.

VIRTUAL REALITY DISPLAYS

The goal of virtual reality displays is to
simulate environments so that we can
understand and interact with synthetic
scenes in ways we have already learned
from everyday reality. The typical VR
display has a helmet-mounted display
coupled with a head-tracking system,
giving an immersive experience. Input
must be coupled to output in a tight
loop because the purpose of the head-
tracking system is to estimate the user’s
eye position and to generate a perspec-
tive image of a virtual scene from that
eye position. Ideally, the tracking sys-
tem should be low-lag and high-preci-
sion. One or more glove input devices
may be used, although the lack of touch
sensation has been a major drawback to
the utility of these passive input de-
vices. The major advantages of helmet-
mounted displays are said to be twofold:
a sense of presence and ease of learning.
The idea is that everyday life skills can
be transferred directly without new
learning. In practice many techniques
must be learned in VR; it is generally
undesirable to do things in the same
way as in everyday life, so that even a
perfect simulation of reality would have
limited utility.
Problems of resolution, optical distor-

tions, and position tracking can all be
solved. Problems involved in creating
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localized sounds largely have been
solved. Unfortunately, there does not
appear to be a physical method for cre-
ating virtual touchable objects with any
fidelity in a large working volume. Thus
we can create VR worlds that can be
seen and heard but not touched.
Many flavors of VR are emerging, in-

cluding fishtank VR, augmented reality
and highly interactive 3D video games
that many people have also begun to
call VR. It is clear that highly animated
3D environments will become increas-
ingly common. It is less clear that im-
mersion VR will be a common mode of
viewing.
A final comment: there are many ar-

eas in which the distinction between
output devices and input devices is be-
coming blurred. We are used to regard-
ing a screen as a passive output device
and a mouse as an input device with no
tactile feedback. However, the trend is

towards making every object on the
screen into a “widget” for some kind of
interaction. Hence the division of the
computer interface into input and out-
put is an anachronism.
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