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Sociable machines

Evolution of interaction styles

tools ! operate

smart tools ! instruct

interactive interlocutors ! converse

companions ! collaborate
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Interacting with machines is social

• Some evidence suggests that computers
are liked better when they
- praise the user or other computers

- match the user‘s personality

- become like the user over time

- they are „teamed“ with the user

- use humor

- conduct reciprocal self-disclosure

• „Anthropomorphization“:
Humans tend to treat machines as social beings,
appraise their behavior as if human

(Reves & Nass 1996, Moon 1998,
Morkes et al. 1998)
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Embodied agents create social presences

• Draw attention to face, where most socio-
communicative cues are delivered (Dehn & van 

Mulken, 2000)

• Interactions tend to be more entertaining 
(Koda & Maes, 1996; van Mulken et al., 1998, Krämer et al., 2002)

• Social dialogue (Bickmore 2003; Kopp et al., 2005)

• Impression management and social 
facilitation/inhibition
(Sproul et al. 1996; Rickenberg & Reeves 2000)

• Facial mimicry (Bailenson & Yee 2005; Sommer, Krämer & 

Kopp, in prep)
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Social Robots - socio-emotive Factors

Interactive 

Toys

Professional 

Service

Robots

the socio-

emotive and 

psychological

aspects of 

people, in 

long-term 

relations

Future 

applications

require robots 

to address

“Social as interface”

“Social as entertainment”

NEC “babysitters” OMRON “pets”

BANDAI “elder toys”

“Social as relationship”
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An emerging trend

• Relational Agents (Bickmore 2003)

- increase trust by building solidarity, 
familiarity, affect through small talk

• Virtual rapport with silent listener
(Gratch et al. 2006, 2007)

• Long-term rapport
(Cassell & Tepper 2007)

• Social robots
Dautenhahn 1995, 2000; 
Breazeal 2002, 2003

Within

Conversation

Across

Conversation

Representation Feeds Forward 

Bi-directionality

Turn1 Turn2 Turn3 . . .

Interaction1

Turn1 Turn2 Turn3 . . .

Interaction2

. . .

Dialogue History,

Task History,

Attentional State

Model of Other

SpeechPatterns

Dialogue Patterns

Shared Interests

…

Dialogue History,

Task History,

Attentional State

. . .

Level of Grounding

Level of Rapport

Machines going social

Cooperation and relationship

• Cooperative, goal-directed activity is supported by positive 
relationships among the cooperation partners, e.g., fosters 
trust (Deutsch, 1973; Marsh, 1994)

• Creating and maintaining a relationship requires successful 
collaborations

8

19 

 

 

Relational 

Agent 

REA Laura 

Research Focus Face-to-face conversation Long-term relationship 

Relational Model Dimensional Time 

Common ground 

Dialogue Planner Activation networks Augmented transition networks 

Relational 

behavior 

Small talk Many (but focus on maintenance) 

Task Domain Real estate Exercise adoption 

Evaluation Trust Working alliance 

Discussed in Chapters 4-5 Chapters 6-9 

Table 1-1. Two Relational Agents Developed and Evaluated 

 

 

The remainder of this thesis is broken down into three large parts—background and 

theory; the design and evaluation of a relational agent for face-to-face interaction (REA); and 

the design and evaluation of a relational agent for use in a long-term helping relationship 

(Laura).  

 

• Chapter 2:  I present previous work in designing artifacts (computational and 

otherwise) intended to draw users into a sense of relationship with them, and 

results of studies on the relationships people have with inanimate objects, 

including computers and computer characters. 

• Chapter 3:  I summarize work in social psychology, philosophy, linguistics and 

artificial intelligence on the nature of personal relationships, and use this work to 

derive theoretical models that can be used as the basis for generating relational 

behavior. 

• Chapter 4:  I present a dialogue planner that can produce natural, mixed task and 

social dialogue for an embodied relational agent in conversation with a user.  

• Chapter 5:  I present an evaluation of the output of the dialogue planner from 

Chapter 4. This human subjects study investigates the effects of social dialogue on 

subjects' trust in and perception of a life-sized embodied conversational agent. 

• Chapter 6:  I present a software architecture for producing natural, conversational 

nonverbal behavior for an embodied relational agent. 

Timothy Bickmore
Northeastern Univ.

Relational agents (Bickmore 2003)

• Computational artifacts designed to build and maintain long-
term, social-emotional relationships with their users



Goal: building trust

Trust: generalized expectations about the likelihood of 
a partner meeting one’s (relational) expectations

How to create machines that know how to win 
people‘s trust and go about it using relational 
conversational strategies? 

Two strategies applied in relational agents:

• establish and maintain common ground

• avoid face threads, i.e., all events incompatible with how one 
wishes others to see oneself, mitigate its effects if unavoidable

9

Underlying theory (in a nutshell)

Dimensions of interpersonal relationships
(Brown & Levinson 1983; Berscheid et al. 1998; Svennevig 
1999)

• Familiarity: growth of a relationship can be 
represented in both the breadth (number of topics) and 
depth (public to private) of the information disclosed 
amount and kind of information disclosed

• Power: ability to control the behavior of the other 

• Solidarity: „like-mindedness“, degree of similar behavior 
dispositions, low social distance

• Affect: the degree of liking for each other

10

The benefit of small talk

Social dialogue that provides an opportunity for applying 
conversational strategies for building trust.

11
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There are also constraints on the introduction of small talk within other types of talk. For 

example, in conversational frames in which there is an unequal power balance and some level 

of formality (e.g., job interviews), only the superior may introduce small talk in the medial 

phase of the encounter (Cheepen, 1988).  

Other style constraints include the increased importance of politeness maxims and the 

decreased importance of Gricean "maximally informative communication" maxims, and the 

obligatory turn-taking mentioned above (one interlocutor cannot hold floor for the duration of 

the encounter).  

In sum, as illustrated in Figure 4-4, relative to the strategies described above (and the 

relational dimensions they affect) small talk: 

• Avoids face threat (and therefore maintains solidarity) by keeping conversation at a 

safe level of depth. 

• Establishes common ground (and therefore increases familiarity) by discussing topics 

that are clearly in the context of utterance 

• Increases coordination between the two participants by allowing them to synchronize 

short units of talk and nonverbal acknowledgement (and therefore leads to increased 

liking and positive affect). 

• Requires the demonstration of reciprocal appreciation for each other’s contributions 

(and therefore leads to increased solidarity). 

4.5 Discourse Planner Design 

This section presents the technical details of the discourse planner’s design. I first discuss 

the elements of Svennevig’s relational model used to represent the user-agent relationship, 

and how these are continually updated during conversation. I then present the algorithms that 

Trust

Affect Familiarity Solidarity

Coordination
Building 

Common Ground

Reciprocal appreciation

Avoiding face threats
Conversational

Strategies

Small Talk

Trust

Affect Familiarity Solidarity

Coordination
Building 

Common Ground

Reciprocal appreciation

Avoiding face threats
Conversational

Strategies

Small Talk

Figure 4-4. How Small Talk Works 

(Bickmore 2003)

The first relational agent

Embodied conversational agent augmented with a 
discourse planner that dynamically interleaves task 
moves and relational moves to satisfy task goals given a 
set of relational constraints.
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text generation is not performed, but some surface variation is dynamically performed, such 

as the insertion of discourse markers at topic shift boundaries (Grosz & Sidner, 1986). 

The overall framework in which the planner functions is show in Figure 4-1. The 

dialogue system is continually updating its relational model based on conversational moves 

by itself and the user, and is dynamically selecting its next utterance on the basis of this 

model, discourse context, and task goals. 

4.1.2 Previous Work in Discourse Planning  

The action selection problem (deciding what an autonomous agent should do at any point 

in time) for conversational agents includes choosing among behaviors with an interactional 

function such as conversation initiation, turn-taking, interruption, feedback, etc., and 

behaviors with a propositional function such as conveying information. Within computational 

linguistics, the dominant approach to determining appropriate propositional behaviors has 

been to use a speech-act-based discourse planner to determine the semantic content to be 

conveyed (also known as “content selection”). Once the content is determined, other 

processes are typically used to map the semantic representations onto the words the agent 

actually speaks. Recent text generation systems break this process down into: content ordering 

(rhetorical organization); sentence planning (aggregating content into sentence-sized units, 

selecting lexical and syntactic elements); and syntactic realization (Stone & Doran, 1997).   

This approach to discourse planning is based on the observation that utterances constitute 

speech acts (Searle, 1969), such as requesting, informing, wanting and suggesting. In 

addition, humans plan their actions to achieve various goals, and in the case of 

communicative actions, these goals include changes to the mental states of listeners. Thus, 

this approach uses classical "static world" planners (e.g., STRIPS (Fikes & Nilsson, 1971)) to 

determine a sequence of speech acts that will meet the agent's goals in a given context. One of 

Figure 4-1. Relational Agent Discourse Planner Framework 

Bickmore & Cassell (CHI 2001)



Relational discourse planning

Moves are planned to minimize face threat to the user 
while pursuing task goals in an efficient manner. 

Each time REA has the floor, she 

• determines the face threat of the conversational moves,

• assesses the current solidarity and familiarity,

• judges which topics seems most relevant and least intrusive 
(as a function of the task goals, logical preconditions, closeness, 
topic enablement, and relevance)

In result, REA decides dynamically whether or not to 
engage in small talk and what small talk to choose.
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Example
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 Move Fam/D Fam/B Solidarity 

1. How about this weather? 0.00 0.00 0.00 

2. I think winters in Boston are awful.    

3. How do you like Boston?    

4.  I have lived in Boston all my life. Come 

to think of it, I have lived inside this 

room all of my life. It is so depressing. 

   

5. Boston is certainly more expensive than 

it used to be. 

0.50 0.19 0.17 

6. So, Where would you like to live?    

7. How many bedrooms do you need?    

8. Do you need access to the subway?    

9. Is one bath enough? 0.60 0.29 0.30 

10. You know, I keep showing the 

researchers here the same houses, over 

and over again. Maybe one day I will get 

lucky. 

   

11. Have you been in the Media Lab before?    

12. Do you know that the Media Lab is 

going to expand into another building.  

Things are really going well for the 

researchers here. 

   

13. It is pretty cool do you think?    

14. They are doing some crazy things in 

here. 

   

15. I have shown houses to lots of students 

and faculty from M I T. But I always 

enjoy talking to them. 

0.70 0.38 0.50 

16. Anyway, What can you afford?    

17. What kind of down payment can you 

make? 

   

18. Let me see what I have available. 0.90 0.43 0.57 

 

Figure 4-6. "Social Language  REA" 

 

How well does that work?

Evaluation

• purely task-oriented dialogue vs. social dialogue

• animated embodied character vs. disembodied voice on phone

Measures

• subjective evaluations

• liking of REA

• amount willing to pay

• trust

• user personality: extrovertedness vs. introvertedness

• user initiative taking behavior: initiate vs. passive

15

Results

16
81 

5.3 Results 
Full factorial single measure ANOVAs were run, with SOCIALITY (Task vs. Social), 

PERSONALITY OF SUBJECT (Introvert vs. Extrovert), MEDIUM (Phone vs. Embodied) 

and INITIATION (Active vs. Passive) as independent variables.    

5.3.1 Subjective Assessments of REA 

Main Effects 

In looking at the questionnaire data subjects seemed to feel more comfortable interacting 

with REA over the phone than face-to-face.  Thus, subjects in the phone condition felt that 

they knew REA better (F=5.02; p<.05), liked her more (F=4.70; p<.05), felt closer to her 

(F=13.37; p<.001), felt more comfortable with the interaction (F=3.59; p<.07), and thought 

REA was more friendly (F=8.65;p <.005), warm (F=6.72; p<.05), informed (F=5.73; p<.05), 

and knowledgeable (F=3.86; p<.06) than those in the embodied condition.   

Interactions 

Subjects felt that REA knew them (F=3.95; 

p<.06) and understood them (F=7.13; p<.05) 

better when she used task-only dialogue face-

to-face; these trends were reversed for phone-

based interactions.  Task-only dialogue was 

more fun (F=3.36; p<.08) and less tedious 

(F=8.77; p<.005; see Figure 5-3) when 

embodied, while social dialogue was more fun 

and less tedious on the phone.  That is, in the 

face-to-face condition, subjects preferred REA 

to simply “get down to business.”  

These results indicate that REA’s 

nonverbal behavior was especially 

inappropriate for social dialogue. REA's smiles 

are limited to those related to the ends of turns, 

and she did not have a model of immediacy or 

other nonverbal cues for liking and warmth 

typical of social interaction (Argyle, 1988). This may explain why subjects preferred task 

interactions face-to-face, while on the phone REA's social dialogue had its intended effect of 

making subjects feel that they knew REA better, that she understood them better, and that the 

experience was more fun and less tedious. 

There was a three-way interaction between SOCIALITY, PERSONALITY and 

MEDIUM (F=3.96; p<.06) that indicated that extroverts trusted REA more when she used 

social dialogue in embodied interactions, but there was essentially no effect of user’s 

personality and social dialogue on trust in phone interactions (see Figure 5-4). Further 

analysis of the data indicated that this result derived from the substantial difference between 

introverts and extroverts in the face-to-face task-only condition.  Introverts trusted her 

significantly more in the face-to-face task-only condition than in the other conditions (p<.03), 

How TEDIOUS the interaction was 

SOCIALITY 
TASK SOCIAL 

5.0 

4.5 

4.0 

3.5 

3.0 

2.5 

Phone 

Embodied 

Figure 5-3. Ratings of How 

TEDIOUS the Interaction was 
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while extroverts trusted her significantly less in this condition than in the other conditions 

(p.<01).   

This analysis indicates that the effects on trust may be due to the attraction of a computer 

displaying similar personality characteristics, rather than the process of trust-building. In the 

face-to-face, task-only condition both verbal and nonverbal channels were clearly indicating 

that REA was an introvert (also supported by the comments that REA’s gaze-away behavior 

was too frequent, an indication of introversion (Wilson, 1977)), and in this condition the 

introverts trust more, and extroverts trust less.  In all other conditions, the personality cues are 

either conflicting (a mismatch between verbal and nonverbal behavior has been demonstrated 

to be disconcerting to users (Nass, Isbister, & Lee, 2000)) or only one channel of cues is 

available (i.e. on the phone), yielding trust ratings that are close to the overall mean. 

There was, nevertheless, a preference by extroverts for social dialogue as demonstrated 

by the fact that, overall, extroverts liked REA more when she used social dialogue, while 

introverts liked her more when she only talked about the task (F=8.09; p<.01). 

Passive subjects felt more comfortable interacting with REA than active subjects did, 

regardless of whether the interaction was face-to-face or on the phone, or whether REA used 

social dialogue or not. Passive subjects said that they enjoyed the interaction more (F=4.47; 

p<.05), felt it was more successful (F=6.04; p<.05) and liked REA more (F=3.24; p<.08), and 

that REA was more intelligent (F=3.40; p<.08), and knew them better (F=3.42; p<.08) than 

active subjects.  These differences may be explained by the fixed-initiative dialogue model 

used in the wizard-of-oz script. REA's interaction was designed for passive users--there was 

very little capability in the interaction script to respond to unanticipated user questions or 

statements--and user initiation attempts were typically met with uncooperative system 

responses or interruptions. But, given the choice between phone and face-to-face, passive 

users preferred to interact with REA face-to-face: they rated her as more friendly (F=3.56; 

p<.07) and informed (F=6.30; p<.05) in this condition.  Passive users also found the phone to 

be more tedious, while active users also found the phone to be less tedious (F=5.15; p<.05).  

Active users may have found the face-to-face condition particularly frustrating since 
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Figure 5-4. Trust in REA 

Extrovertedness was an index composed of seven Wiggins

[32] extrovert adjective items: Cheerful, Enthusiastic,

Extroverted, Jovial, Outgoing, and Perky. It was used for

assessment of the subject (Cronbach’s alpha = .94 [22]).

Introvertedness was an index composed of seven Wiggins

[32] introvert adjective items: Bashful, Introverted, Inward,

Shy, Undemonstrative, Unrevealing, and Unsparkling. It

was used for assessment of the subject (alpha = .83 [22]).

Finally, observation of the videotaped data made it clear

that some subjects took the initiative in the conversation,

while others allowed Rea to lead.   Unfortunately, Rea is

not yet able to deal with user-initiated talk, and so user

initiative often led to Rea interrupting the speaker.  To

assess the effect of this phenomenon, we therefore divided

subjects into passive (below the mean on number of user-

initiated utterances) and initiaters (above the mean on

number of user-initiated utterances).  To our surprise, these

measures turned out to be independent of

introversion/extroversion, and to not be predicted by these

latter variables.

Results

The most striking results were interactions between, on the

one hand, intro/extroversion and trust and, on the other

hand, initiative/passivity and the composite of engagement,

and the single variables of interest, naturalness, and degree

to which subjects felt Rea knew them.
 

Means of TRUST 

Task SmallTalk 
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6.0 
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EXTRO 

Figure 3: Trust Estimation by introverts & extroverts

Figure 3 shows the interaction between intro/extroversion

and trust (F=4.5; p<.05).  These results indicate that small

talk had essentially no effect on the trust assessment of

Introverts. However, this kind of social dialogue had a

significant effect on the trust assessment of extroverts, in

fact social dialogue seemed to be a pre-requisite for

establishing the same level of trust for extroverts as that

experienced by introverts.

Figure 4 shows the interaction between initiator/passivity

and engagement.  These results indicate that active users

felt more engaged with Rea using small talk, while passive

users felt more engaged with task-only dialogue (F=9.7; p <

.01).

Likewise, more active users felt as if the interaction were

more natural (F=4.7; p < .05); more interesting (F=5.2; p<

.05), and as if Rea came to know them better (F=6.8: p<

.03) when she used small talk.
 

Means of ENGAGEMENT 

Task SmallTalk 

6 

5 

4 

3 

2 

1

USER 

PASSIVE 

USER 

INITIATES

Figure 4: Engagement by initiaters vs. passive speakers

In all of these cases, users who reach out more towards

other people are more susceptible to relationship building.

And, those people need some relational conversational

strategies in order to trust the interface.

No significant effects were found on Amount Willing to

Pay across conditions. Although we had assumed that there

would be a strong correlation between trust in Rea and this

measure, there may be other factors involved in the pricing

decision, and we plan to investigate these in the future.

CONCLUSION

Relational intelligence includes knowledge of when and

how to use language to achieve social goals. This

knowledge is crucial for our computational agents if they

are to be as effective as people, and if we want people to be

able to use our agents easily, efficiently, and cooperatively.

As embodied conversational agents become ubiquitous, the

ability for them to establish and maintain social

relationships with us will become increasingly important.

We are currently investigating the implementation of other

forms of social dialogue and additional relational strategies,

as well as expanding the dyadic relationship model used in

our discourse planner.

For the moment, however, we have shown that models of

social dialogue can be formalized in an implementable way,

and that their evaluation demonstrates the importance of the

phenomenon to a well-defined subset of users.  The study of

human-computer relationships is a new field which exists at

the nexus of research into human-computer interaction,

human social psychology, sociology, and linguistics. The

study of how to constitute relationships through language

will inform our growing ability to emulate aspects of

humans in the service of efficient interaction between

humans and machines.

REFERENCES

1. Andre, E., Muller, J., and Rist, T., “The PPP Persona: A

Multipurpose Animated Presentation Agent,” presented at

Advanced Visual Interfaces, 1996.

TRUST



Bickmore‘s conclusions

Care about nonverbal behavior!

• nonverbal behavior is important, but very difficult to get right 
(here, inappropriate for the social dialogue)

Consider user personality!

• users who reach out more towards other people are more 
susceptible to relationship building, and need relational strategies 
in order to trust the interface

Increase competence above all!

• No amount of relational behavior can compensate for 
incompetence and too limited system capabilities.

Create persistence and common-ground!

• Need long-term interaction, little can be accomplished 
relationally in a five minute conversation

17

2nd agent: MIT FitTrack

Task: exercise advisor for students

• develop persistent relationship with people

• influence exercise behavior of people

Richer nonverbal behaviors

• facial expressions: neutral, warm, concerned, happy

• head nodding on emphasis

• eyebrow flashes on emphasis

• gaze away/towards the user at beginning of the theme/rheme

• look-away and return to signal turn-taking and turn-holding

• high/low pitch accents on new objects in rheme/theme

• posture shifts on topic shifts

• gestures: beat, contrast, down, up, left, you, me, ok, relax, ready

18

19 

 

 

Relational 

Agent 

REA Laura 

Research Focus Face-to-face conversation Long-term relationship 

Relational Model Dimensional Time 

Common ground 

Dialogue Planner Activation networks Augmented transition networks 

Relational 

behavior 

Small talk Many (but focus on maintenance) 

Task Domain Real estate Exercise adoption 

Evaluation Trust Working alliance 

Discussed in Chapters 4-5 Chapters 6-9 

Table 1-1. Two Relational Agents Developed and Evaluated 

 

 

The remainder of this thesis is broken down into three large parts—background and 

theory; the design and evaluation of a relational agent for face-to-face interaction (REA); and 

the design and evaluation of a relational agent for use in a long-term helping relationship 

(Laura).  

 

• Chapter 2:  I present previous work in designing artifacts (computational and 

otherwise) intended to draw users into a sense of relationship with them, and 

results of studies on the relationships people have with inanimate objects, 

including computers and computer characters. 

• Chapter 3:  I summarize work in social psychology, philosophy, linguistics and 

artificial intelligence on the nature of personal relationships, and use this work to 

derive theoretical models that can be used as the basis for generating relational 

behavior. 

• Chapter 4:  I present a dialogue planner that can produce natural, mixed task and 

social dialogue for an embodied relational agent in conversation with a user.  

• Chapter 5:  I present an evaluation of the output of the dialogue planner from 

Chapter 4. This human subjects study investigates the effects of social dialogue on 

subjects' trust in and perception of a life-sized embodied conversational agent. 

• Chapter 6:  I present a software architecture for producing natural, conversational 

nonverbal behavior for an embodied relational agent. 

Laura

Relational nonverbal behavior
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 Relational Stance 

Frame High Immediacy 

(Warm) 

Low Immediacy 

(Neutral) 

TASK Proximity=0.2 

Neutral facial expression 

Less frequent gaze aways 

 

Proximity=0.0 

Neutral facial expression 

Less frequent gestures  

Less frequent headnods 

Less frequent brow flashes 

SOCIAL Proximity=0.2 

Smiling facial expression 

Less frequent gaze aways 

Proximity=0.0 

Smiling facial expression 

Less frequent gestures  

Less frequent headnods 

Less frequent brow flashes 

EMPATHY Proximity=1.0 

Concerned facial expression 

Slower speech rate 

Less frequent gaze aways 

Proximity=0.5 

Concerned facial expression 

Slower speech rate 

Less frequent gestures  

Less frequent headnods 

Less frequent brow flashes 

ENCOURAGE Proximity=0.5 

Smiling facial expression 

Less frequent gaze aways 

Proximity=0.1 

Smiling facial expression 

Less frequent gestures  

Less frequent headnods 

Less frequent brow flashes 

Table 6-3. Effects of Stance and Frame on Nonverbal Behavior.  

Frequencies are relative to baseline BEAT behavior. Proximity of 0.0 is a full body 

shot (most distant); 1.0 is a close up shot on the face. 

 

 

 

 

 

Proximity: 0.0 = full body shot, 1.0 = close up on face
Frequencies relative to baseline.
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Low Immediacy

Task Frame
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Encourage Frame
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Task Frame
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High Immediacy

Social Frame

Figure 6-11. Example Effects of Stance and Frame on Proximity and Facial 

Expression 
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Low Immediacy

Task Frame
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Figure 6-11. Example Effects of Stance and Frame on Proximity and Facial 

Expression 

Example
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Evaluation

21
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Single Item Relational Questions 

In response to the question “How much do you like Laura?”, subjects in RELATIONAL 

condition reported that they liked her significantly more than those in the NON-

RELATIONAL group, t(57)=2.04, p<.05, see Figure 9-8.  

Subjects in RELATIONAL condition also reported a closer relationship with Laura 

(“How would you characterize your relationship with Laura?”), t(57)=1.62, p=.06, 

approaching significance.   

There was no significant difference between RELATIONAL and NON-RELATIONAL 

in how useful they thought their discussions with Laura were.  

When asked at the end of the intervention period and again at follow up if they would 

like to continue working with Laura, subjects in the RELATIONAL condition responded 

much more favorably compared with the NON-RELATIONAL group, t(57)=2.43, p=.009 and 

t(53)=1.83, p<.05, respectively (see Figure 9-9). 

Sentimental Farewell 

Given the opportunity to give Laura a sentimental farewell at the end of the intervention 

period, significantly more subjects in the RELATIONAL group took this option (69%) than in 

the NON-RELATIONAL condition (35%), t(54)=2.80, p=.004, see Figure 9-10.  

Helpfulness of Laura 

Figure 9-11 shows the results of asking subjects about who had been the most helpful in 

getting them to exercise over the intervention period. The “None of the Above” category is 

problematic, since it represents the cases in which the subject thought they helped themselves 

Figure 9-8. Reported LIKING of Laura by All Subjects  
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most, another person not listed helped them most, or if they felt that no-one helped them most.  

 

 

Figure 9-9. Reported Desire to Continuing Working with Laura by All Subjects
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Figure 9-10. Frequency of Using a Sentimental Farewell in Last Interaction 

(N=82, 7+30 (interventions)+7 days) 
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 Table 9-5. Longitudinal Changes for All Subjects 

Figure 9-7. Working Alliance Inventory Results for All Subjects 
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   Change

From To     ALL CONDS    CONTROL      NON-REL RELATIONL

Measure Day1 Day2 df t p df t p df t p df t p

WAI/COMP 7 27 54 0.205 0.838 24 0.014 0.989 29 0.361 0.720

WAI/BOND 7 27 54 0.519 0.606 24 0.376 0.710 29 1.489 0.147

WAI/TASK 7 27 54 0.134 0.894 24 0.409 0.686 29 0.661 0.514

WAI/GOAL 7 27 54 0.155 0.877 24 0.081 0.936 29 0.329 0.745

CONTINUE LAURA 30 44 54 0.868 0.389 24 0.625 0.538 29 0.619 0.541

MIN/DAY  -6-0 22-30 81 1.470 0.145 26 1.274 0.214 24 0.124 0.903 29 1.104 0.279

 1-7 22-30 81 0.691 0.492 26 0.758 0.456 24 0.109 0.914 29 0.358 0.723

 22-30 38-44 81 3.626 0.001 26 2.480 0.020 24 1.959 0.062 29 1.804 0.082

DAY/WK>30MIN  -6-0 22-30 81 6.653 0.000 26 2.323 0.028 24 5.284 0.000 29 4.347 0.000

 1-7 22-30 81 6.272 0.000 26 2.401 0.024 24 3.818 0.001 29 4.597 0.000

 22-30 38-44 81 8.990 0.000 26 4.043 0.000 24 5.322 0.000 29 6.530 0.000

STEP/DAY  1-7 22-30 81 1.778 0.079 26 1.197 0.242 24 2.366 0.026 29 0.236 0.815

DAY/WK>10KSTEP  1-7 22-30 77 3.986 0.000 25 1.355 0.188 23 3.591 0.002 27 2.055 0.050

STAGE Intake 30 81 6.988 0.000 26 3.403 0.002 24 4.000 0.001 29 4.738 0.000

30 44 81 2.019 0.047 26 1.185 0.247 24 1.000 0.327 29 1.409 0.169

SELF-EFFICACY 1 29 81 4.782 0.000 26 0.872 0.391 24 3.314 0.003 29 4.750 0.000

29 44 81 2.770 0.007 26 1.525 0.139 24 4.550 0.000 29 0.085 0.933

PROS 1 29 81 1.998 0.049 26 1.418 0.168 24 0.456 0.653 29 1.540 0.134

29 44 81 0.393 0.695 26 1.147 0.262 24 0.225 0.824 29 0.308 0.760

CONS 1 29 81 0.902 0.370 26 1.124 0.271 24 0.499 0.622 29 0.823 0.417

29 44 81 0.740 0.462 26 0.386 0.703 24 0.611 0.547 29 0.339 0.737

CONTINUE FT 30 44 81 1.520 0.133 26 1.442 0.161 24 1.163 0.256 29 0.000 1.000

Conclusions

Carefully and consistently employed social behavior of 
an embodied agent fosters human-agent cooperation

• again, depends heavily on the task, the user, and the particular 
application domain.

Laura built and maintained a successful working 
alliance, relational strategies had a significant impact on 
the bond dimension, on liking, and on the desire to 
continue interaction.
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Social robots
Many cases distinguished (Breazeal, Dautenhahn, et al.)...

• Socially evocative - capitalize on feelings evoked when humans 
nurture, care, or are involved with their “creation” 

• Socially situated - perceive and react to a social environment, 
distinguish between other social agents and objects

• Social interface - employ human-like social cues and modalities.

• Socially receptive - passive but benefit from social interaction, 
e.g. through learning by imitation

• Socially embedded - socially interact with other agents and 
humans; at least partially aware of human interactional structures 

• Socially intelligent / sociable - aspects of human style social 
intelligence, pro-actively engage with humans in order to satisfy 
internal social aims (drives, emotions, etc) based on deep models of 
human social competence

23
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Sociable Agents

• Sociability:
- „the quality, state, disposition, or inclination of being sociable“

- etymology: 1553, from Latin sociabilis "close, intimate," from sociare "to 
join, unite," from socius "companion"

• Sociable agents - phenomenologically
- easy and intuitive to interact with

- affable, enjoyable to interact with

- build rapport

- companionable, cooperative, associable

- value social interaction with people at a functional level, e.g., to enable 
learning or create convergence
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Engineering sociability - key factors

• Interactivity & Attentiveness
- be accessible, attentive and respond appropriately as fast as possible

• Empathy & Resonance
- be sensitive to and reinforce the others‘ states and behavior

• Alignment & Convergence
- coordinate and synchronize on various behavioral & linguistic levels

• Engagement & Dedication
- demonstrate intrinsic interest and commitment in the interaction

• Companionship & Solidarity
- reliably be a collaborative, positive, and supportive partner

Social robots

Robotic Life Group, MIT Media Lab
Cynthia Breazeal
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Leonardo

Goal: a robot that can act as 
a cooperative partner

• maintaining mutual 
understanding of other‘s 
internal states

• performing learned tasks 
collaboratively with a human 
partner

• social learning of new tasks

• utilizing social cues to 
demonstrate commitment, 
manage collaboration, support 
learning and teaching

27

Example: Leonardo (MIT) Joint attention

28

Joint attention as a 
collaborative process

• Attentional focus 
vs. referential focus

+ social cues
(pointing, gaze)



Learning motor skills

By imitation

29

By demonstration

Learning by guided exploration
Captures two important abilities of robot learners

• explore on its own to discover new goals and generalized tasks

• leverage a human partner to improve what and how the robot 
learns through a collaborative process

30

Dual use in Leonardo

(Breazeal et al. 2007)

Understanding others?

Need to infer mental states from people’s observable 
behavior, surrounding context, internal models 

• crucial capability for socially intelligent agents

Representing beliefs and mutual beliefs

• robot beliefs: dynamic database of belief objects with attributes, 
formed from percepts

• human beliefs: same model, updated following attential focus

• mutual beliefs marked

Intention recognition?

• (especially when we don‘t have a collaborative discourse)

32



Usually tackled inferentially

„Proactive cooperation:“

Intention recognition

• read (non-)verbal cues

• probabilistic forward model

Proactive planning and execution

• actions that support the infered intentions

• actions that urge the user to unravel her 
intentions, i.e. decrease robot‘s uncertainty

Database

• model of the environment

• actions derived through learning by 
demonstration

• FSMs for certain forms of interaction

33

(Schrempf et al. 2005, Univ. Karlsruhe)

Forward model: intention ! action & measurement

Dynamic Bayesian Network and Bayesian inference

• intention as hidden state, changing over time

• actions depend on intention and previous actions

34(Schrempf et al. 2005, Univ. Karlsruhe)

More realistic: embodied approach

Treat the other as being „like me“ (Meltzoff 1996)

Simulation theory (Gordon 1986)

• we use our own cognitive system “off-line” to simulate others

• cognitive processes are dual-use: generate own actions from 
our mental states and infer mental states responsible other’s 
actions by “stepping into their shoes”

" Could afford embodied companions...

• better abilities for understanding others

• low-level „resonances“ for aligning with others

35
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Figure 3.  The EP-M model 

The EP-M model distinguishes three nodes for social-motor information processing 

within the mirror neuron system.  The MTG (middle temporal gyrus) node provides a 

visual representation of kinematic features of observed actions; the IPL (inferior parietal 

lobule) node represents the goal of the action; and the IFG (inferior frontal gyrus) node 

contains a motor representation of the kinematic features of the action.  There are three 

routes by which information can flow between these nodes.  The E-route from MTG to 

IPL allows for emulation and understanding of the goal of an action and the P-route from 

IPL to IFG allows for action planning.  Together, these two form the indirect EP route 

which supports goal-emulation behaviour.  In contrast, the M-route from MTG to IFG 

allows the formation of direct associations from visual kinematic to motor kinematic 

representations, and supports mimicry behaviours. 

 

 

 

 

 

(Hamilton 2008, 
Emulation and mimicry 
for social interaction: A 
theoretical approach to 
imitation in autism, QJEP)

Three basic pathways of social-motor information processing:

- E-route (MTG-IPL): understanding the goal of an action

- P-route (IPL-IFG): action planning
# EP-route: goal-emulation behaviour

- M-route (MTG-IFG): motor mimicry behaviour

EP-M model
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Resonating communicators

• Behavior mirroring prevalent in humans, mediated 
by sensorimotor levels
- ideomotor action, unconscious imitation (Hull), motor 

mimicry (Bavelas et al.), chameleon effect (Chartrand & 
Bargh), empathy

• A number of socially desirable outcomes
- rapport (Tickel-Degnen & Rosenthal)

- liking, trust (Chartrand; Lakin)

- engagement, willingness to communicate (Tatar; Smith)

- conversational fluency (Kraut, Lewis et al.; Bavelas et al.)

- success in negotiations (Drolet & Morris)
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Mimicry effective with EAs too

• „Digital chameleons“
(Bailenson & Yee 2005)

- mimicking agents are more 
persuasive and receive more 
positive ratings than non-
mimickers

• People mimic EAs
(Sommer, Krämer & Kopp, in prep)

- when talking to Max, people 
mimic the agent‘s smiling 

- not found with self-adaptors 
or eyebrow movement

- 62 - 

anderer Mensch im Verborgenen die Reaktionen des Systems erzeugt. Ein Wizard-of-Oz-

Szenario ist angebracht, um mögliche Reaktionen von potenziellen Benutzern eines Sys-

tems zu testen, das noch entwickelt wird. Dabei kann es sich beispielsweise um ein Dialog-

system handeln, das in einem Bereich eingesetzt werden soll, für den noch keine Erfahrun-

gen vorliegen. Da das vorhandenen Spracherkennungssystem von Max noch zu fehleran-

fällig ist, um eine flüssige Kommunikation erlauben zu können, wurden die Äußerungen 

des Probanden per Headset-Mikrofon an einen Wizard übertragen, der das gesprochene 

Wort per Tastatur Max vermittelte (vgl. Abb. 13). Hierbei wurde lediglich die Spracher-

kennung von Max durch das Gehör eines Mensch ersetzt, der die Äußerungen der Proban-

den exakt in das System eingab. Max’ übrigen Funktionalitäten blieben unangetastet beste-

hen. Der Wizard, eine im Tippen von gesprochenem Wort geübte Sekretärin, befand sich, 

für den Untersuchungsteilnehmer nicht sichtbar, in einem Nachbarraum. Die durch das 

Tippen entstehende Verzögerung wurde dem Probanden mit einer verzögerten Verarbei-

tung im Spracherkennungssystem erklärt und durch einen roten Punkt im Display ange-

zeigt. Somit konnte der Proband sich auf die Unterhaltung mit Max konzentrieren und sei-

ne persönliche nonverbale Kommunikation entfalten.  

Abb. 13: Wizard-of-Oz-Szenario dieser Untersuchung 

 

Um eine mögliche Störvariable, nämlich die auf anwesende Menschen zurückzuführende 

nonverbale Kommunikation, auszuschließen, war der Proband während der gesamten 

Interaktion mit Max allein und wurde nicht gestört. Das Gespräch wurde von der Untersu-

chungsleiterin in einem Nebenraum über einen Monitor verfolg und nach ca. acht Minuten 

zu einem dem Gesprächsverlauf angemessenen Zeitpunkt unterbrochen. Der digitale Fra-

gebogen stand den Probanden an einem separaten Arbeitsplatz zur Verfügung und konnte 

dort ungestört ausgefüllt werden. Bei Fragen oder technischen Problemen stand die Unter-

suchungsleiterin sowohl während des Briefings, der Interaktion mit Max als auch der Be-

fragung zur Verfügung. 

Model social learning by imitation

Affords learning of...

• body maps: how own face/body maps onto social others

• mirror system: Dual use of motor representations for 
recognition of action in others and production of own action

• significancies of others‘ behaviors

• ability to mimic others actions

• foundations of dialogue, turn-taking, conventional rules

Ongoing debate: mirror system and imitation - hen or egg?

• There seem to be different mechanisms for imitating known and 
novel actions (Decety et al. 1997; Grèzes et al. 1998) (Goldenberg & Hagmann 
1997; Peigneux et al. 2000; Bartolo et al. 2001)
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• Areas in the brain do resonate to intransitive gesture
(e.g., Decety et al. 1997; Grèzes et al. 1998, Montgomery et al. 2007)

• There may be multiple levels at which resonance can occur and  
imitation be mediated in parallel  (Rizzolatti et al. 03; Vogt 03; Hamilton 08)

• „low-level resonance“: activation of motor centers that code 
movement features, independent of higher goals (M-route)
" imitation of the kinematic properties of movement

• „high-level resonance“: activation of centers that code actions in 
terms of its consequences and hierarchical goal structure (EP-route)
" imitation of the communicative intention with potentially 
different behavior, emulation

Levels of movement imitation
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Modeling imitation and resonance

Max MoritzMultiple levels 
motor level "" meaning level

Multiple routes
goal vs. motor, novel vs. familiar

Multiple significancies
guided by level-specific goals

??? Motor-levelMeaning-Level

Two routes of imitation

Imitation, learning, and mimicry of manual action and gesture
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Memory with limited capacity, 
perceptual representations of 
stimuli (hand position and shape, 
body-centered reference frame)

Motor commands as 
corresponding action 
representations

lexical route

sublexical, direct route

42
(Kopp & Graser 2006)

Motor learning & mimicry

Max (Imitator),
no initial motor

knowledge

Moritz (Demonstrator),
performs handmade
keyframe animations

First, learning & imitation via sublexical route, 
then resonance & motor mimicry via lexical route

Motor command chains

Readily accommodated 
by dual route model

• Sublexical route 
learning of motor 
programs for the 
complete movement

• Segment-wise lexical 
route imitation, i.e. 
incremental motor-level 
understanding

44
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Next steps toward low-level sociability

• Human teachers
- Moritz demonstrates 

MoCap animations

- human-agent interaction 
in Virtual Reality

Learn body mapping and 
inverse models

• Self-organzing maps

• imitation with role-switching 
(cf. Breazeal et al. 2005)
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Modeling imitation with virtual humans

1. Motor command level
- motor command chains 

- contiguous path through a motor command graph

2. Motor program level
- sequential and simultaneous combination of motor command chains

- coordinated, parallel traversals of multiple paths

3. Motor schema level
- represents classes of motor actions (e.g. „waving“) with explicitely invariant 

(mandatory) and variable features (parameters)

- internally structured, can be hierarchically ordered

„Social machine learning“ 
- Treat learning as a social cooperative activity (cf. Breazeal)

- Learn schemas during iterated, reciprocal imitation games

MMI SS08

Social imitation learning

Engineering sociability in embodied agents Stefan Kopp

Motor schema learning

No!Yes!

Schema G1 enforced, 
hand location less important

New schemas G1 and G2, 
hand location decisive in 
both

MP learned,
schema G1

Comparison of demon-

strated MP with schema G1

" found to be similar 
according to G1‘s measure

" execute G1 prototype



MMI SS08

Engineering sociability

• Interactivity & Attentiveness
# Modeling incremental fluent feedback (not covered today)

• Empathy & Resonance
# Modeling imitation and its sensorimotor grounding

• Alignment & Convergence
# Putting things together

• Engagement & Dedication
# Modeling flexible gesture production (and other NVBs)

• Companionship & Solidarity
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Modeling speech & gesture production

Speech 
formulator

Gesture
production

Bayes nets

Gesture 
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Discourse
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Memory

Propositional 
KB

Message 
generator

PhonationMotor planner

Morphology spec
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motor controllers

Visuo-spatial 
imagery

Action 
generator
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Putting things together
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Imitation and 
active perception

Speech & gesture 
production

Putting things together
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Example:  Max perceives a gesture... 
# immediate activation of motor 

representations
# preactivation of motor schemas
# increased probabilities of gesture features 

(morph., techniq.)
# probabilistic activation of meaning and 

corresponding multimodal conceptualizations

Putting it together

With respect to gesture this accounts for feedback and motor 
mimicry, attention and immediate understanding, inter-agent 
alignment, emulation, stimulus enhacement and engagement

Summary

HCI has been concerned with usable tools, starting to 
look into interactive and collaborative systems

Formal models and systems for framing collaboration as 
a joint activity are around

Social and relational behavior can be exploited to 
carefully foster collaboration

Embodied companions offer great promise for 
increasing engagement and for studying how the most 
elemental abilities of cooperation can be acquired via 
social learning
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The final slide...

! Mensch-Maschine-Interaktion
" Einführung, Grundannahmen, Historie
" Kognitive Grundlagen: Modell, Wahrnehmung, 

Aufmerksamkeit, Gedächtnis, Handeln 
" Interaktionsstile und -technologien  
" User-centered Design: Prozess, Evaluationsmethoden
" Natürliche Sprache und Sprachdialogsysteme 
" Multimodale Schnittstellen 
" Agent-basierte Schnittstellen

! Klausur: 11.8.2008, 12-14, H8
" Anmelden per eKVV oder Email an skopp@techfak

" Fragen zum Inhalt der Vorlesung (Folien)
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