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Introduction. In order to design affective interactive systemspegimental
grounding is required for studying multimodal exgmiens of emotion during
interaction. Several studies have shown that ezmmes of anthropomorphic
characteristics, such as cognitive states and psese (e.g. doubt, interest or
thinking), are also necessary to enhance the laddility of a virtual character [1][2].
Nowadays, a minority of these agents is able toesgpthese characteristics and only
through few modalities (e.g. gaze and facial exgices) [2].

Our aim is to select and categorize human gesamddacial displays, expressing
emotions, cognitive states and processes, andae@nmunicative acts (e.g. a nod
expressing "yes"). The selected behaviours wiltdggayed by a virtual character to
elicit fun and commitment of users implied in atenaction with the character. In this
framework, we chose a corpus-based approach of mimmaman interactions in a
game context.

Procedure. We defined a protocol called EmoTABOO2, which is adaptation of
the game Taboo. One of the two players had to gaiessrd described by the other
player using his own speech and gestures, withtteting five forbidden words.
Different strategies were used to elicit variousogonal and expressive behaviours.
A previous face to face version of this protocaléscribed in [3].

To be as closed as possible to a human-virtualacherr interaction, the recorded
human-human interactions were mediated via webeardsmicrophones. One of the
two players could see the upper body of his/hemparon a small screen. The latter
was equipped with coloured markers placed on atiwuéations, in order to generate
the animation of the virtual character's gesturasavmotion capture technique.

We selected two subjects for their extraversion exutessiveness, as "model" for
the virtual character. Both of them had to intessith the same 4 interlocutors. The 8
pairs of players were recorded during one hour efaoim three views: the face of the
two players and the upper body of the model. Aeststopic camera was also used in



order to retrieve the 3D position of model's maskdre videos were segmented into
sequences corresponding to the guess of one wbodit{&3 seconds per word) and a
selection was done to exclude sequences that ocoatdy very few gestures. We
finally obtained 4 hours of sequences to analydeo(2s for each model).

|

Figure 1 lllustration of the collected corpus (modgs upper body view (left),
and its interlocutor's face view (right))

Corpus analysis The analysis of the corpus consists in seveeglsst

- The segmentation of the upper body view sequemtesgesture phrases or into a
facial expression or head movement with no co-aaogirgesture. Adaptators and
hold phases occurring at the end of the gesturasptare not taken into account.

— The evaluation by naive judges of the expressieoéthe segmented multimodal
behaviours, to exclude those with low expressivenes

— The evaluation of the semantic dependency betw&eaccurring speech and
multimodal behaviours.

— The categorization of the most expressive modejestlb behaviours in terms of
emotions, cognitive states and processes, and caivative functions [3] [4].

— The inference of the interlocutor's emotions andhtalestates replying to the
behaviours of the model subject, and the evaluaiforwhat these model subject's
behaviours would induce on the judge if he or sles wn the position of the
interlocutor.

— The definition of a set of rules to select behaxsosupposed to elicit fun and
commitment of users that will interact with the ccer.

- The annotation of the selected behaviours withltatbescribing facial displays [4],
and gestures [5].

Future directions. The selected multimodal behaviours will be gerestafior the
virtual character with existing methods and sofeyand their impact on the human-
Virtual character interaction will be evaluatedngsa Wizard of Oz protocol.
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