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Abstract

Currently there are no treatments available for spinal cord injuries in humans but a large corpus of
research about the effectiveness of different treatments on animals. However the sheer number of
papers on the topic makes it increasingly difficult to judge which approaches might be promising to
transfer to human medicine. We introduce a proof-of-concept implementation of a pipeline that ex-
tracts the relevant, semantic information from given research papers. Thereby we do first steps to a
convenient access, analysis and visualization of the data available on spinal cord injury treatments in
animals for medical researchers.

Information Extraction from Biomedical Literature

Experiment
Which animals have

been used? 7 LabGroup

)
animal injured?

~ | 3 Treatment

What treatment has

been applied?
What effect did

DReiES
it have?

Figure 1: Relevant information we extract from the papers

Methods and Pipeline Structure
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Figure 2: An illustration of the whole pipeline.

PDF-Import
e Individualized version of Apache PDFBox[35]

e Structured text as output (pages, blocks,
paragraphs, strong, emphasized, etc.)

Basic Annotations
e Sentences and Words (JULIE Lab|[7])
e Quantities (raw numbers, weights, etc.)

e Matches for node labels in our pre-defined

ontologies (see below)
Annotations

e Based on Apache UIMA|[6]
e Multiple layers (figure 3)

Aggregation

e Probability based model (see Aggregation)
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Figure 3: The different layers of the pipeline annotation process.

Ontology Annotations

Our Ontology Database supports fuzzy or strict matching for words in an ontology. Ontologies are
stored as a graph structure 1n a relational database (with PostgreSQL via JDBC) (figure 4).
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Figure 4: Schematic overview of the ontology database

Aggregation

Forementioned annotations are aggregated to instances of the four relevant information classes (see
Main Objectives). The probability of an aggregation PAgg,,a(a, b) of two annotations @ and b is calcu-
lated using a custom semantic-syntactic probabilistic aggregation model. We define:

PAggr(aa b) = ngn(a, b) ) PSem(a7 b)
Ps,n(a,b) = e~ @0/2 where d is the syntactic distance in the text

Psem(a,b)  semantic domain knowledge

PsemanTic = 0.8 psemantic =0

) \ gNumber is a weight!
ppict = 0.8 poict = 0.75

[...] five guinea pigs weighing 200 - 250 g. They were given a 3 ml/g solution of minocycline |...]

Figure 5: Aggregation example for a laboratory animal group: The semantic probability model prevents a number al-
ready in the weight slot from being used to specify the number of animals in the laboratory animal group .

Results

Materials and methods

Adult, Long—Evans female rats (Simonsen Laboratories, Gilroy, CA, USA, n=56) were used
for this study. All procedures were conducted in compliance with [...]

[...]

Surgical procedures

Spinal cord contusion injuries.  After anesthesia induction with sodium pentobarbital
(Nembutal, intraperitoneally 0.1 ml/ 100 g body weight), a laminectomy was made at the

IVMPACTORMEVICEEHAVIASEIS| protocols.

Rats were given Cefazolin (0.02 cc subcutaneously) twice daily for the first [...]  Contaetal., 2008

Figure 6: Excerpt from a test run on an actual paper

Discussion and Outlook

In a rough, qualitative examination -— and laboratory animal group -annotations were found to
be acceptable, while [treatment- and FESUIE-annotations remain problematic.

We will assess the abilities of our system in more detail in a quantitative study and improve weak
points by making use of machine learning techniques in the second semester. We hope to improve
the [treatment annotation quality by using MeSH [3] instead of Drugbank, which also provides in-
formation about the application field of each drug. This additional domain knowledge allows for
improvements 1n assessing the semantic aggregation probability. Further improvements are planned
to the import module and the Ontology Database.
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