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Abstract

The terms phenotypic and genotypic learning refer to naturally inspired adaptive algo-
rithms, based on the information processing in the brain and evolution of individuals of
a population, respectively. Their appearance might be, among others, artificial neural
networks and genetic algorithms, both fundamental columns of computational intelli-
gence, but serving rather different purposes. There are many approaches to combine
both worlds, particularly to optimize the many control parameters of neural network
design and training using genetic algorithms as optimization tool. Beyond that, this
paper demonstrates the direct combination of the underlying principles of phenotypic
and genotypic learning to obtain neural network training that is qualitatively improved
compared to the traditional method to apply genetic algorithms to neural network train-
ing. This is achieved by making the GA aware of the semantic that is coded in its
chromosomes. The results clearly show the advantages of this method.
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1 Introduction

The recently increasing research area of computational intelligence is considered to
mainly consist of three major techniques - artificial neural networks, genetic algorithms,
and fuzzy logic. All three components have in common to be inspired by nature and
have been subject to a steadily growing interest. The research activities have been
rapidly forced throughout the last years. This has paved the way to develop some hy-
brid techniques such as a combination of neural networks and genetic algorithms as
considered in this paper. Artificial neural networks (ANN) are concerned with learn-
ing of individuals, often called phenotypic learning, whereas genetic algorithms (GA)
deal with the adaptation of a population to a changing environment, so called geno-
typic learning. Evolution in a wider sense builds the base for this class of optimization
methods.

Genetic or evolutionary algorithms were significantly inspired and developed by
HOLLAND [1] in the 1970s. They are based on the Darwinian theory of the survival
of the fittest. This strategy, whereby potential solutions (individuals) to a problem com-
pete and mate with each other in order to get increasingly better individuals (by means
of their genotype), offers an efficient search method for a complex problem space that
is mapped onto a corresponding gene space. Each solution to a problem to be solved
is represented by a single individual and its genotype, respectively [2].

Generally, neural networks offer an attractive paradigm to solve many real-world
problems, e.g. pattern classification, clustering, function approximation, associative
memory, non-linear system modelling, control as well as prediction and forecasting.
They are robust in the presence of noise, fault tolerant, and suitable for massively par-
allel computation [3, 4]. Due to their important feature of learning by example, neural
nets are often used in applications with little or incomplete understanding of the prob-
lem to be solved but available training data [5]. In contrast to genetic algorithms, neural
networks tackle a particular problem within the original data space – the phenotype.

Practical implementations of ANNs require the choice of a suitable network topol-
ogy and a proper learning strategy as well. Since the performance of an ANN strongly
depends on the used network architecture, its design is very important. Therefore,
some investigations [6, 7, 8, 9] have been done to use GAs to search the space of
potential ANN architectures for optimal or at least sub-optimal but satisfactory designs.
That concerns above all the network type and its topology. This is one possible in-
tersection between neural nets and genetic algorithms. Due to particular features of
different network types, practical implementations are often depending on the target
system [10, 11, 12]. In the end, this automates only the network design and not its
training.

Once a suitable network type and topology has been found, this network must be
trained by an appropriate learning scheme. A number of free parameters must be han-
dled again. In [13, 14, 15, 16] some suggestions were made to integrate at least some
of these parameters into the genetic algorithm and to combine the above mentioned de-
sign optimization with the network training. This leads to some important advantages.
The design and training processes become one self-contained step. The user does not
have to care about possibly confusing and complex design and learning parameters.
However, the black-box character of neural nets becomes even more dominant.

Nevertheless, this process remains very difficult (handling the parameters of the
GA), yielding only limited results on rather selective problems. In many of these ap-
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proaches genetic algorithms have been used to optimize global network parameters.
The core network control and training strategy has been changed scarcely. In other
words, these approaches usually lead rather to more comfort for the user than to a
better performance of the neural network.

Another possibility to join ANNs and GAs in a natural way is to enhance parts of
the network control and training strategy by an evolutionary algorithm. Independent
of how a network was designed, either conventionally or by a genetic algorithm, a
specific component of the training scheme, to be motivated in the next section, can
be improved or even substituted. Due to the global and universally valid character
of this strategy, this network is not limited to any particular problem. It can be used
and handled the same way as the original network, but may lead to better results.
Moreover, the user retains more control of the network’s learning and is able to tune its
performance manually.

These considerations define the scope of this paper: improving the performance of
phenotypic learning, as key step in neural network development, by combining it with
the advantages of genotypic learning in terms of the natural principles of evolution.

2 Motivation

The very frequently used Multiple Layer Perceptron (MLP) [17] has its roots in the
simple Perceptron introduced by ROSENBLATT [18], which was able to classify only
linearly separable input patterns. Due to its multiple layer structure, MLPs can sepa-
rate complex non-linearly separable classes. An error value is calculated based on a
comparison between desired and actual output response of the network. PARKER [19]
and RUMELHART [20] are associated with Backpropagation, the commonly used MLP
control and training scheme. It got its name from how it handles these error values
and stands even as a synonym for this network type by now. Because it is wide-spread
and really a standard algorithm, the MLP is not explained in detail now, but only as it
is necessary to understand the further paper. For more information refer for instance
to [21].

A key assumption of Backpropagation is that all neurons, resp. all weights, are
somewhat responsible for an occurring output error. The global error value Q of training
example s is a function of all weights w, the actual output y and desired output d as
well as the input vectors x.

Q(s) = Q(s)(w1 . . . wl, y1 . . . ym, d1 . . . dm, x1 . . . xn) (1)

Responsibility for the global error of the network is affixed by propagating the out-
put response error backward through all weighted connections to the previous layers
until the input layer is reached. This assumes a differentiable and continuous transfer
function of all neurons. Commonly the sigmoid or hyperbolic tangent functions are
applied.

The aim of the training process is to minimize the global error

Q =
∑
(s)

Q(s) → min (2)
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Figure 1: Gradient descent by means of a simple one-dimensional error surface. Be-
ginning at an initial point (marked with index start), the aim of the learning process is
to minimize the global error Q (indexed with i as it proceeds) until it falls below a given
threshold Qstop.

by modifying the weights w. For the update of a single weight element can be written

wjnew = wj − γ · ∂Q

∂wj

(3)

where γ is the learning coefficient. Depending on the number of weights, the error
spans a multi-dimensional error surface, which is more or less rugged. In other words,
each weight will be changed according to the size and direction of a negative gradient
on the error surface. Commonly this algorithm is called gradient descent (see Fig. 1).

Despite its popularity and a large number of significant improvements in the past,
the gradient descent, as minimization (optimization) function for Backpropagation, has
several drawbacks. It is dependent on the error surface, the initial weights, and some
further parameters, (e.g., the learning coefficient γ). A common error surface has many
local minima.

The system often suffers from getting stuck in a local minimum depending on the
shape of the error surface and the size of the learning coefficient (see Fig. 2). If a
plateau is entered, the size if the gradient (Eq. 3) is very small and its direction may
alternate from one training step to the next. This is due to the local character of the
gradient descent. Generally, global optimization schemes will ease these problems [22,
23].

Changing the weights as a linear function of the partial derivative (Eq. 3) assumes
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Figure 2: Stylized one-dimensional error surface showing the most significant problems
of the gradient descent algorithm – local minimum, plateau, and the influence of the
learning coefficient.

a piecewise (according to the size of the learning coefficient) locally linear error sur-
face. Especially at points of high curvature this may lead to divergence. Although the
concept of the momentum term (see [21] for a discussion) solves this particular prob-
lem, convergence of the gradient descent is still depending on the size of γ. If it is too
small, the system suffers from very slow learning. On the other hand, a too large γ
may prevent the system from finding a minimum. A synchronized decreasing learning
coefficient is typically used.

Another assumption, as already mentioned above, the demand for a differentiable
and continuous transfer function, leads sometimes to conflicts with other requirements,
e.g. using alternative (non-differentiable) transfer functions to achieve a particular be-
haviour of the neurons.

Besides these disadvantages of the gradient descent algorithm, evolutionary algo-
rithms are claimed to have a good performance for complex optimization problems to
find near-optimal solutions. Thus, GAs promise to be a suitable substitution for several
elements of a neural network control and training scheme. In the present case the
complete Backpropagation algorithm will be replaced by a GA.

So far, the motivation to use GAs to substitute the gradient descent algorithm and
error Backpropagation when training MLPs is mostly based on:

• drawbacks of the gradient descent algorithm,

• the demand for a differentiable and continuous transfer function in Backpropaga-
tion, and

• the suitability of genetic algorithms for large and complex optimization problems.

In order to allow a direct comparison between modified and original networks, in terms
of both training results and computation time, a variation of the transfer function has
been left out here.
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3 Implementation

3.1 General Considerations

It would also go beyond the scope of this paper to explain the basic terminology, imple-
mentation, and properties of GAs. Therefore a key knowledge of genetic algorithms is
assumed. Otherwise [2] may be a good introduction to GAs within this context. The ef-
fects of modified parameters controlling genetic algorithms will be explained in Sect. 4.

The first step is to develop an appropriate representation of the networks weights
within the genotype. Here, it has to be distinguished between the phenotype or prob-
lem space, in other words the weight distribution over the neural network, and the
representation space, the chromosomal structure of an individual within the GA, that
is called genotype. Each potential solution to the problem is one weight set. Its size
depends on the topology of the MLP. Each weight set has to be mapped onto the linear
structure of one particular chromosome within the representation space as shown in
Fig. 3.
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Figure 3: Mapping the weights of the neural network from phenotype or problem space
(left side) onto a chromosome (genotype; representation space) and vice versa. Since
the architecture of the ANN is predefined and remains fixed after the initialisation (see
introductory section for detailed explanation), the chromosome solely consists of the
weight values.

Being part of a population, each chromosome is subject to a sequence of genetic
operations. In order to evaluate the fitness of a chromosome, it must be re-mapped
into a weight set of the problem space, where just a recall of the ANN is performed.
The choice of an appropriate and reversible chromosomal representation is rather im-
portant, because all further genetic operations are based on these chromosomes. A
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comprehensive discussion can be found in [7], although it mainly focuses on the evo-
lutionary design of neural networks, and not their training. Since the network topology,
including the transfer function of the neurons, is assumed to be predefined and remains
fixed during the evolutionary network training process, it is not necessary to take any
architectural information into consideration. Thus a chromosome solely consists of the
network weights [24].

The initial population can be created now. This can be done by setting a given
number of chromosomes to random values (direct initialisation). Uniform or normal
distributions in a certain range are possible. If a more complex initialisation is required,
e.g. in the context of the networks layered structure, the original initialisation procedure
of the net must be run repeatedly until the desired number of the initial individuals
is reached (network initialisation). Then each weight set has to be mapped onto its
chromosomal representation.

Within the main loop (see Fig. 4) always the fitness of all members of the current
population is evaluated at the beginning. The fitness is in the simplest case the mean
error of all training examples during the network recall with one particular weight set
being re-mapped from the chromosome.

The overall stopping criterion is based on the following single measures:

• desired network error,

• max. number of iterations (generations), and

• convergence to a single solution without changes from the previous to the current
generation.

If one of these three criterions is met, the training is stopped and the fittest chromosome
is re-mapped into the problem space and considered to be the final weight set of the
satisfactorily trained ANN. Otherwise, a new generation has to be created. This task
corresponds to the internal loop shown in Fig. 4 (center).

A fitness normalization is performed to scale the single fitness values of all chro-
mosomes into a certain range. Another frequently applied algorithm, either combined
with fitness normalization or run separately, is ranking. All chromosomes of the cur-
rent population are ordered according to their fitness. These ranks are used by the
selection mechanism instead of the direct fitness values. Ranking is used to force a
constant selective pressure and ratio between the fittest and worst chromosome. Es-
pecially when several or even almost all fitness values are close together, either in the
first few iterations after initialisation or near convergence, the fittest chromosome has
always an equal lead on the second chromosome, and this again on the next, and so
on.

After normalization and/or ranking is finished, a selection operator is applied. An
intermediate population is created by selecting members from the current one. Sev-
eral methods have been implemented and tested. The simplest operator is uniform
selection, where, regardless of its particular fitness, each chromosome has an equal
chance to be selected. Other, more complex methods are based on the previously
computed fitness values. The most frequently applied operators are integral selection
and roulette wheel, where the probability to be selected is proportional to the fitness.
This obviously seems to be much more sensible. A mixture of the above mentioned
operators is the tournament selection, where at first a small number of chromosomes
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Create initial population

Evaluate fitness of each population member

Is the stopping criterion satisfied ?

Create members of the new population using reproduction

While (number of members in new population) < (population size) Do

Select two members randomly

Perform crossover with probability pc

Perform mutation with probability pm

Insert all members of intermediate population into new population

Stop
YesYes

NoNo

Figure 4: Simple flow chart of the standard genetic algorithm [2]. After the initialisation,
the main loop evaluates the fitness of all population members, checks the stopping
criterion, and creates a new population. The internal loop performs several genetic
operations to create an intermediate population.

are uniformly selected and then compete with each other based on their fitness values.
Finally, the winner of this tournament is selected. Standard elitism schemes should be
applied as well, which pass the fittest individual of the current population to the next
generation unmodified.
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3.2 ANN-specific crossover

Once the intermediate population is complete, a new generation is created by applying
several genetic operators to it. In standard implementations of evolutionary algorithms
these operators are mainly crossover and mutation. Since it is the only possible way to
exchange information between the individuals of a population and to pass information
to the next generation, crossover is the most important step within the whole genetic
algorithm. Thus, compared to all other described operators, crossover is probably the
most frequently investigated one (see [25] for one possible example in this context). In
the current implementation a standard algorithm has been selected as starting point: At
first two chromosomes are randomly selected from the previously created intermediate
population. Based on a predefined parameter, namely the crossover probability p(c),
it is decided whether these two chromosomes serve as parents and crossover takes
place at all. If so, m-point uniform or linear interpolation crossover is performed, where
typical values are m ∈ {1, 2, 3}.

cn
i( ) cn

j( )

c i7
( ) c j

7
( )

cn
i
−1
( ) cn

j
−1
( )

c i6
( ) c j

6
( )

c i5
( ) c j

5
( )

c i4
( ) c j

4
( )

c i3
( ) c j

3
( )

c i2
( ) c j

2
( )

c i1
( ) c j

1
( ) c ci j

1 12
3

( ) ( )+

2
3

2 2c ci j( ) ( )+

2
3

3 3c ci j( ) ( )+

2
3
1 1c cn
i

n
j

− −+( ) ( )

2
3

c cn
i

n
j( ) ( )+

2
3

4 4c ci j( ) ( )+

2
3

5 5c ci j( ) ( )+

2
3

6 6c ci j( ) ( )+

2
3

7 7c ci j( ) ( )+

2
3

1 1c ci j( ) ( )+

c ci j
2 22
3

( ) ( )+

c ci j
3 32
3

( ) ( )+

c ci j
4 42
3

( ) ( )+

c ci j
5 52
3

( ) ( )+

c ci j
6 62
3

( ) ( )+

c ci j
7 72
3

( ) ( )+

c cn
i

n
j

− −+1 12
3

( ) ( )

c cn
i

n
j( ) ( )+ 2

3

N
od
e1

N
od
e2

N
od
e5

Figure 5: Example of semantical or ANN-specific crossover along with linear interpo-
lation between parental genes. All potential crossover points are located according to
the underlying semantic structure of the neural network topology.

Commonly, crossover points may potentially be located between any two neigh-
bouring genes. In most cases, the actual crossover points are chosen randomly from
them. If the genes carry rather unstructured information and their order within the chro-
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mosome does not really matter, this procedure seems to be applicable. However, in
the present case each single gene represents one weight value of the neural network.
The suggested mapping, as shown in Fig. 3, ensures that the weights belonging to
the same neuron are located next to each other. Due to the dependence of a weight
on its neighbours within the same neuron, it is rather unlikely that the performance of
this neuron gets better and the overall network error is decreased, when only a few
weights of this particular neuron are changed. Keeping this in mind, it seems to be
advantageous to restrict potential crossover points to those locations separating entire
neurons (Fig. 5). This might be called semantical or ANN-specific crossover.

In contrast to the standard operator this kind of a network specific crossover keeps
the unity of weights belonging to the same neuron (see also [25]). Here, the approach
of combining phenotypic and genotypic learning offers another advantage. It consid-
ers the phenotypic network topology, and thus the distribution or arrangement of the
weights upon the networks’s layout, on the one hand and the genotypic coding of the
weights in the chromosome, as topological basis of all genetic operations, on the other,
as a self-contained unit. In other words, the genetic algorithm is aware of the pheno-
typic relation of all genes within the chromosomes. As the result section will show, this
generally leads to an improved performance of the learning process.

After crossover the mutation operator, depending on some predefined parameters
(e.g., mutation probability p(m)), is applied. It is the only operator which can introduce
new genetic information rather than just re-arranging it. Commonly a Gaussian dis-
tributed offset is added to each gene to be mutated. In [26] a mutation-based genetic
neural network (MGNN) is proposed to replace Backpropagation by using the mutation
strategy of local adaptation of evolutionary programming to effect the weight learning.

4 Results

4.1 A simple exclusive-or problem to demonstrate the basic prop-
erties

In order to have the results comparable to other studies and approaches, especially
to conventionally trained MLPs, some frequently applied benchmarks have been se-
lected to evaluate performance and properties of the evolutionarily trained ANN. One
of the most frequently used benchmark applications to test MLPs is the exclusive-or
(xor) problem and its extension to the continuous case. Furthermore, the system
has been applied to substitute some conventionally trained MLP networks solving real-
world problems in the field of classification tasks in image segmentation.

Generally it can be confirmed, that, as it would be expected, not all parameters of
the GA have the same significant effect. The influence of the most important param-
eters, as seen from the angle of the user, is briefly discussed now. In the course of
an extensive parameter variation some hundred networks were trained. Fig. 6 shows
the typical training progress of six neural networks trained with different GA parameter
sets. These results are alike to other studies dealing with similar tasks. Due to the high
complexity of the system, some similar results could be achieved using different pa-
rameter sets. Changing two or more parameters might lead to an increase or decrease
of a particular effect. Thus, the impact of a particular parameter could not be proved
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Table 1: Standard parameter set used for reference training (see also Fig. 6 for a graph
of the training progress) of xor with 2 inputs, 2 hidden neurons, and 1 output.

Parameter Value

Neural activation function tanh

Population size pop size = 50

Weight initialisation routine Gaussian; mean = 0.0; std = 5.0

Stopping criterion network error = 0.01; max iter = 500;

conv = 20; eps = 10−4

Fitness normalisation norm; rank

Selection operator roulette with elitism

Crossover p(c) = 0.8; two-point; uniform;

ANN-specific crossover points

Mutation p(m) = 0.1; mean = 0.0; std = 1.0

in every combination. Based on a multitude of experiments a standard parameter set
has been defined as reference (Tab. 1; Fig. 6, top left panel).

Both the average and minimal error is decreased in the progress of training. As
to be expected, the average error starts at about 0.5 and is always higher than the
minimal error. The fittest individual of the initial population has an error of 0.4. After 42
generations the error of the fittest chromosome falls below the desired threshold and
the training is stopped at an error of 0.0061.

The population size is one of the primary parameters. Depending on the size (num-
ber of weights) of the neural network and the problem (complexity, dimensionality) to be
solved by it, a range from 20 . . . 100 individuals is sufficient. A smaller population size
quickly leads to a steady state with identical chromosomes of an insufficient fitness
(Fig. 6, top center). The training is cancelled at 500 iterations at an error of 0.25. On the
other hand, a very large population entails not necessarily better results, but computa-
tion time and required resources increase. The danger of running into a steady state
can be diffused by a relatively high mutation probability. That way more new genetic
information is introduced to overcome this.

Besides general interaction of crossover rate and type concerning all genetic algo-
rithms, the question where to set potential crossover points is in the context of neural
network training of tremendous interest (see Sect. 3). For this reason ANN-specific
crossover as suggested in Sect. 3.2 has been applied. Depending on the number of
actual crossover points the probability to disrupt the weights belonging to the same
neuron decreases with an increasing total amount of neurons within the network. In
other words, especially in small neural networks the ANN-specific crossover is advanta-
geous. For all evaluated parameter combinations the ANN-specific crossover resulted
in a lead of 12% . . . 47%. Thus it can beneficially contribute to the performance in addi-
tion to well chosen control parameters for selection and mutation.

The influence of several selection operators is shown in Fig. 6 (bottom row). Com-
pared to the standard selection operator roulette wheel, the gap between minimal and
average error is smaller, if tournament selection is used. The error threshold is met
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Figure 6: Training progress by means of recall error, scaled to [0, 1], with the best weight
set (lower line) and the average recall error (upper line). Several parameter combina-
tions: Reference graph with standard parameters according to Tab. 1 (top left); popula-
tion size reduced to 10 (top center); mutation disabled (top right); tournament selection
(bottom left); uniform selection (bottom center); elitism disabled (bottom right). Note
the variable scaling of the x-axes, showing the number of generations.

slightly earlier. Since uniform selection is not based on the fitness values and thus
ranking is not applicable, the average error decreases hardly and the minimal error
decreases very slowly. The probability, that the fittest chromosome, saved by elitism,
finds another fit partner for reproduction is less.

If mutation is disabled (top right) minimal and average error meet each other quickly.
That means, all chromosomes are identical. Without mutation there was no way out.
In general, mutation should be considered in its close interaction between mutation
probability p(m) and mutation type (e.g., Gaussian). If the mutation values have a high
impact on the chromosomes, i.e. when adding Gaussian distributed values with a high
standard deviation, p(m) should be reduced.

4.2 Generalizing the results

Similar behaviour could be observed for both the continuous xor and a number of
real-world image classification (feature based image segmentation) tasks.

There is of course a rather strong correlation between the complexity of the problem
to be solved by the ANN, which directly manifests oneself in the length of the chromo-
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Table 2: Impact of maintaining phenotypic-genotypic-learning coherence (ANN-specific
crossover) on the performance of the network training. Using a standard parameter
set, derived from Tab. 1 and modified according to the network size, neural networks
of different size and complexity have been trained either with ANN-specific crossover
or without. The shown results are based on the number of generations that were
necessary to obtain a particular network error and on statistical 10-fold cross validation.

Network size Generations without Generations with

(input − hidden − output) ANN-specific crossover ANN-specific crossover

2− 2− 1 43± 8 30± 5

improved: 30%

4− 3− 3 62± 10 44± 9

improved: 29%

18− 12− 8− 4 121± 26 96± 16

improved: 21%

68− 40− 20 148± 32 116± 19

improved: 22%

68− 50− 30− 20 173± 41 142± 20

improved: 18%

192− 128− 64− 8 315± 102 291± 82

improved: 7.6%

192− 16− 8 764± 524 371± 117

improved: 51%

some, and the required training time, in terms of both the number of generations and
the computation time to run each single generation. The particular impact of a number
of control parameters on the training performance, as shown in the previous subsec-
tion, is more or less evident as well. Much more interesting is the influence of the
phenotypic-genotypic-learning coherence (ANN-specific crossover). This is shown in
Tab. 2.

The results in Tab. 2 clearly confirm the presumption that maintaining an ANN-
specific crossover is generally beneficial and that its impact is more visible in smaller
networks. Compared to randomly selected crossover points the number of generations
necessary to obtain a particular error value is always smaller and seems to asymptoti-
cally reach it as the network size increases.

The last network impressively shows the benefit for networks with very long weight
vectors. Here, there are just 16 neurons of the hidden layer each of them having a
weight vector of length 192. Obviously, this network needs much more learning cycles
than a larger one to obtain the same error threshold, but may serve as a very good
example to demonstrate the properties of ANN-specific crossover. Based on the mean
number of cycles there is a lead of about 50% compared to the randomly selected
crossover points.
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5 Conclusion

This paper demonstrates the advantages of combining phenotypic and genotypic learn-
ing by means of substituting Backpropagation by a genetic algorithm that is aware of
and observes the coded topology of the neural network when applying its crossover
operator. Crossover points are chosen along the chromosome according to the under-
lying structure of neural weights rather than randomly. This prevents the phenotypic
weight vector of any neuron to get disrupted by the recombination of the genotype.

This approach appeared to be most beneficial in smaller networks or in networks
with rather long weight vectors, where it is more likely that the weights belonging to
the same neuron could get disrupted by the genetic recombination operator. Since no
negative effects appeared and the additional cost of this approach is pretty small (the
topology information of the network is available anyway), it seems to be worth to be
considered as default way to design the recombination operator of genetic algorithms
in case of their application to neural network training.

Future work will focus on the extension of this approach to further supervised
trained neural networks that are likely to benefit from this as well.
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