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Preview

Jacek Blazewicz∗, Klaus Ecker†, Barbara Hammer‡

In the frame of the annual Polish-German workshop on Computational Biology,
Scheduling, and Machine Learning, ICOLE’2011, twenty-three scientists from Poz-
nan University, Clausthal University of Technology, University of Applied Sciences
Mittweida, and Bielefeld University came together in Lessach, Austria, during
18.9.-24-9.2011. In the frame of the workshop, twenty-one talks on different topics
including scheduling, bioinformatics, and machine learning were presented, ac-
companied by vivid discussions, and exchange of novel ideas at the cutting edge
of research. This year, for the first time, a best presentation award was given to
the joint talk of Mateusz Cicheński and Jarek Szymczak on ‘Genetic Algorithms
for Order Completion and Delivery Problems’. Further, also for the first time, one
contribution of this volume concerns a novel algorithmic proposal developed at the
workshop in the frame of patch clustering for fuzzy classification algorithms, as
presented by Thomas Villmann, Marika Kästner, and Mandy Lange.

This volume contains twelve extended abstracts accompanying the presentations
and ongoing work at the workshop. The first two papers cover challenging problems
in computational biology: The contribution ‘Structuring Gene Regulatory Net-
works’ gives an overview about gene regulatory network models and algorithms for
their discovery, a crucial issue to understand the fundamentals of cell processes. In
the article ‘Protein structure quality assessment and modeling support techniques’,
the focus is put on quality assessments for predicted protein structures, which play
a fundamental role to explain the function of proteins in biological processes.

Six contributions center around topics in scheduling and discrete optimization:
Two papers are connected to a novel problem, ‘Mind the gap’, the problem of
finding a minimum cycle in a transportation system which uses all subway lines.
This problem can be formalized as an interesting graph problem with different
possibilities to arrive at solution strategies. The project ‘The software develop-
ment for optimization of production technology for selected energy crops’ has been
conducted in the frame of new European union directives concerning the increase
of energy from renewable sources, where optimization techniques can contribute to
increase profitability. A problem from car manufacturing is the central issue in the
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†Department of Computer Science, Clausthal University of Technology, Clausthal-Zellerfeld,

Germany
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contribution ‘Buffer Management in Car Sequencing Problem’. Interestingly, the
objective in this setting is not only to reduce the inventory level, but, essentially,
to provide stable solutions which allow to fulfill customer demands at the same
time. In the contribution ‘Advanced multi-item Internet shopping’, another novel
optimization problem is introduced which has its background in the price policy
of internet shops: how to optimum select shops for items if batching can yield
discount rates. In the contribution, its connection to the facility layout problem
as well as a greedy heuristics are discussed. Another optimization problem con-
nected to trading is tackled in the article ‘Genetic Algorithm for Order Completion
and Delivery Problem’. It addresses the problem of resellers who aim at an opti-
mization of the purchasing and transportation costs at the same time. A formal
description as well as solution strategies based on genetic algorithms are provided.

In the article ‘RFID - Possible Applications and Challenging Problems’ the novel
radio frequency technology RFID is addressed, discussing promises and risks of
this development.

Finally, three papers center around topics in machine learning: The article ‘Exten-
sions of Learning Vector Quantization for Relational Data’ proposes a prototype
based method which can directly work with dissimilarity data such as e.g. bioinfor-
matics sequences compared by alignment. An application to motion capture data
constitutes the key topic of the contribution ‘Analyzing Motion Data by Clustering
with Metric Adaptation’. The representation of such data and its capturing using
Kinect as well as suitable learning algorithms are discussed in this frame. A novel
algorithmic development is presented in the contribution ‘Theory of Patch Cluster-
ing for Variants of Fuzyy c-Means, Fuzzy Neural Gas, and Fuzzy Self-Organizing
Map’, where patch clustering, which has already successfully been used in the
context of crisp clustering, is transfered to fuzzy clustering algorithms.

Altogether, these contributions demonstrate the lively and fruitful scientific atmo-
sphere caused by the interesting scientific range of the workshop, its international
participants, and, last not least, the excellent possibilities offered by Daublebsky’s
wonderful house in Lessach and its surroundings. As usual, the scientific program
has been extended by more social aspects or combinations of science and art such
as a world premiere bringing the blues into fuzzy clustering.
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Structuring Gene Regulatory Networks 

Klaus Ecker, University of Technology, Clausthal, Germany 

 
Abstract 

It is generally accepted that the genetic code plays a significant role for the correct course of actions in 
the cell, whose functions are determined by the cell chemistry and controlled by biochemical condi-
tions and external factors. Elucidating the organization of the gene regulatory network is crucial for 
understanding the cell behavior in early embryonic and later developmental stages of the organism. 
The main objective of this article is to give an overview on gene regulatory network models and algo-
rithms. Choosing the right type of model is important because it influences the way of how to tackle 
the problem of analyzing the structure. In fact, some of the algorithms are based on a precise network 
model, while others use an experimentally motivated or even implicitly given representation model. 
Depending on the intended level of details one can choose from several definitions ranging from sim-
ple correlation networks, clustering methods, and circuit diagrams (Boolean networks and Petri nets) 
to more sophisticated models such as hypergraphs. Each gene regulatory network model emphasizes 
certain structural aspects and provides descriptive insights, allowing model-specific analysis that can 
better relate predicted behavior and observations.  

1 Introduction 

During the last few decades huge effort was put in deciphering the genome. Through increasingly 
faster sequencing methods the genomes from many different species became available in ever shorter 
time. Yet, besides limited insights, the meaning of the genetic code is largely unknown. It is, however, 
generally accepted that the code plays a significant role for the correct course of actions in the cell, 
whose functions are determined by the cell chemistry and controlled by biochemical conditions and 
external factors. Citing Basso et al. [1], Cell activity is coordinated by a complex network that regu-
lates the expression of thousands of genes. Elucidating the organization of the gene regulatory network 
(GRN) is crucial for understanding the cell behavior in early embryonic and later developmental phas-
es of the organism, and as well as reactions to external effects. 

GRN analysis focuses on the network structure by concentrating on the question, which subsets of 
gene products (i.e., regulatory proteins) enable a gene to be expressed. The purpose of regulatory net-
work analysis is to learn about the principles behind gene regulation, to understand the rules life is 
being built on, and to develop methods to conquer deceases. The biological mechanisms in the cell and 
its functions need to be understood, including protein concentrations, diffusion speed, decomposition, 
binding forces between transcription factor proteins and DNA binding sites, and many more. As bio-
logical sciences are yet far from having a complete picture and still there is no generally accepted way 
available for arriving at such picture, it seems more promising to concentrate on partial problems. 
“Functional genomics” [2] investigating gene regulatory mechanisms is a sub-problem that found 
great interest in the last decade because it appears to play a crucial role for understanding many cell 
functions and allows creating tools for formalizing them. 

Networks for regulating cell function can be considered at different detailed levels:   

Coarse level deals with conditions for gene activation and inhibition. A coarse-grained model would 
concentrate on the structure of the gene regulatory network, i.e., (i) deal with the question about which 
genes are regulated by the outcomes of regulatory genes, and (ii ) what the conditions and cell states 
are to make this happen. Help can be obtained from comparative genomics focusing on co-regulation 
to see which genes are commonly expressed and under which conditions. It is known from many ex-
periments that generally co-regulators act together to activate or repress a target gene (see [3, 4]). 
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Likewise, evolutionary relationships can be revealed from genes with similar expression patterns. Par-
ticular objectives of coarse grain GRN analysis are [5, 6]:  

- identifying functional modules (kernels), i.e., subsets of genes that regulate each other, but have 
only few interactions with genes outside the subset, with respect to important cell processes or par-
ticular phases of development, 

- and studying the behavior in case of perturbations and predicting the response, and directly identi-
fying the affected genes (for example drug response in drug discovery processes). 

Detailed level : For modeling the cell behavior a fine-grained system-theoretic approach would deter-
mine under which conditions and with what strength a transcription factor (TF) binds to a binding site 
(TFBS). Transcription factors are proteins usually produced by regulatory genes, which mediate the 
expression of other genes. A refined model would help to assess the impact of TF concentration and 
local inhomogeneities, measure the intensity or estimate the probability of resulting gene regulation 
(expression, repression), consider diffusion speed and disintegration rate of regulatory proteins, and 
other biochemical details (see, for example, [7]). 

In this overview we confine ourselves to the coarse level network structure. Depending on the intend-
ed purpose and required level of details one can choose from several definitions of GRNs, ranging 
from simple correlation networks, clustering methods, circuit diagrams (Boolean networks and Petri 
nets) to more sophisticated models such as hypergraphs. Each GRN model emphasizes certain struc-
tural aspects and provides descriptive insights, allowing model-specific analysis which can better re-
late predicted behavior and observations [8]. There is ample literature available about this topic. Intro-
ductory publications to be mentioned are from Diambra [9] who gives a more or less complete picture 
of the ongoings, from Hecker et al. [10] and Walhout [11] because of the critical discussion about the 
suitability of representation methods in particular investigations. 

Computational genome analysis and the outcomes highly depend on the chosen GRN model. Two 
objectives are pursued in this review, 

- giving an overview of the various representation models,  
- and discussing the properties and restrictions of the representation methods and important compu-

tational issues for elucidating the network structure. 

One of the simpler structures is correlation networks that have been introduced to illustrate simple 
gene-gene interactions ([12, 13, 14]. Another structuring approach is clustering genes with similar 
expression patterns [15, 16, 17, 72]. Representation methods avoiding the drawback of undirected 
relationships are circuit diagrams (Boolean networks, Petri nets, and similar approaches) studied by 
Steggles et al. [18], and random Boolean networks by Zhao et al. [19]. Petri nets were also used by 
Steggles et al. [18] and Banks et al. [20]. Hybrid Petri nets for modeling discrete and continuous pro-
cesses were studied by Matsuno et al. [21], Vasireddy et al. [22] and Chaouiya [23], and Gilbert et al. 
[24]. Bayesian networks for inferring the GRN structure were used by Wehrli et al. [25] and Needham 
et al. [26].  

The main objective of this article is to describe the algorithmic foundations for getting insights in the 
complexity of gene regulation. In fact, some of the algorithms are based on a precise GRN model, but 
others use an experimentally motivated or even implicitly given representation model. This is an im-
portant point because the type of model used influences the way of how to tackle the problem of ana-
lyzing the GRN structure. It determines the method of analyzing the experimental data and how to 
interpret the inferred results. In section 2 we start with a short excerpt from experimental methods that 
should help to bring light into gene regulation. Methods for analyzing the “raw” data from experi-
ments are listed in section 3. Section 4 presents higher structured models of gene regulatory networks 
that illustrate relationships and dependencies between regulatory genes, and proposes a novel method 
based on hypergraphs. Section 5 summarizes the presented material and offers an outlook for future 
developments.  
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2 Gene Regulation (Preliminaries) 

2.1 Experimental methods 

In the attempt to decipher the GRN one wants to know how and where in the genome the binding 
places of a TF are located, what the effect of binding a TF on a gene is, and moreover which TFs con-
tribute to the gene’s expression [11]. Well-known experimental methodologies [27, 28, 29, 30] helping 
to reach this goal are ChIP-chip, ChIP-sequencing, and microarrays including time series experiments. 

Fundamentals. Let us start with experimental methods for getting expression information that is fun-
damental for inferring the structure of the regulatory network. Experiments are expected to show gene 
expression data in various conditions. In this process its code is transcribed into mRNA, which then 
changes into a structural protein, an enzyme, or a regulatory protein (TF).  

Considering a particular point of time, a certain mixture of regulating chemicals exists in the cell. De-
pending on which TFs are present, one or more genes may be up- or down-regulated. Particularly for a 
structural network analysis, finding all sets of transcription factors regulating a gene (gene-centered 
approach) is a basic sub-step. Experimental methods based on Chromatin ImmunoPrecipitation (ChIP) 
combined with microarrays (ChIPchip) or ChIP-sequencing identify physical interactions between TFs 
and DNA [28]. ChIPchip methods account for detecting binding sites of a given transcription factor 
protein. ChIP-sequencing finds all genes activated by a TF in a condition, where “condition” concerns 
the availability of other transcription factors and signals, chemical stimulus, or physical conditions 
such as temperature, etc.. Gene expression data from a microarray experiment give a snapshot of gene 
activities in a particular condition. A snapshot visualizes the activated genes at a fixed point of time 
but it does not provide any information about the dynamic behavior of the regulatory system. Besides 
microarray experiments, computational and experimental discovery methods of regulatory motifs and 
cis-regulatory modules can supplement and consolidate the experimental information [31, 32]. Two 
types of microarray assays can be distinguished: Time series and steady-state experiments. 

Time series experiments. Microarray time series measure the gene expression intensity at different 
time points, each providing a snapshot of activity levels of the genes implemented on the chip. From 
the series of snapshots one can see the dynamic progression of expression patterns. This is the source 
of a pathway analysis that informs about gene activations running like an avalanche through the GRN 
while controlled by regulatory proteins and the products of the genes regulated by these proteins. Typ-
ical application is comparing gene expression time series in unperturbed condition and under addition-
al selective perturbation such as silencing genes (knock out), special chemical treatment or environ-
mental perturbation such as heat shock, chemical stress, compound treatments etc.. Time series are 
expected to allow predicting time-dependent correlations between genes. On the other hand one has to 
keep in mind that there may be many hidden intermediate steps between the snapshots. Consequently, 
when inferring the state of a gene from other states one must make interpolation assumptions which 
most certainly will lead to poor estimates [33].  

Steady-state measurements reveal gene expression profiles in different conditions (without/with per-
turbation such as silencing genes, applying particular chemical molecules or drugs) thus allowing the 
detection of similar expression patterns of genes of the same or of different species. Steady state ex-
periments regarding a single time point are good for comparisons of gene expression behavior from 
which gene correlation can be concluded, but the direction of causality is difficult to capture from 
purely correlated data [34]. 

Quality of results. For each experimental method it is important to know about its limitations. In mi-
croarray experiments the data is often inaccurate and the quality is affected by measurement noise and 
systematic errors (bias). Therefore, inferred results of the GNR structure from inaccurate data have to 
be treated cautiously (see [11]). 

2.2 Extracting gene expression data from experiments 

Microarray experiments show expression intensities for the set of genes implemented on the chip. A 
single sample of measurement results in an expression profile in form of a numerical vector represent-
ing the expression intensity values of the genes. Time series experiments and experiments with differ-

ICOLE 2011

8 Machine Learning Reports



 

ent condition settings result in a series of samples (see Figure 1). The corresponding profile vectors 
can be combined into a gene expression data matrix S, where each row represents a gene and each 
column represents a sample, which is a point in a time series experiment, or an experiment with par-
ticular condition settings. Each element, si  (j) , of S indicates the expression level of gene gi in sample 
j. Digitization methods are applied to measure the intensities. Since gene expression data is often 
noisy, a simple and most secure way is to distinguish between just two different states, ‘expressed 
more than average’/‘expressed less than average’ [35, 36]. The state of a gene gi in sample j, si(j) , is 

+1 if si(j) > s−i and 0 otherwise, where s−i is the average expression level of the i th  gene. 

For time series experiments, let si(t) be the expression level of gi   at time point t. The microarray data 

provide an expression history si(t–L), …, si(t–1), where L is the number of time points. Let s(τ) =  

(s1 (τ), …, sn (τ)) be the expression profile at the point τ ∈ { t, …, t−L}.  

genes

g1

gn

samples

1 j . . .

si(j)gi
state
(expression intensity)

expression profile
of sample j

s1(j)

sn(j)

L

 
Figure 1: Expression matrix S 

Given a gene expression matrix S, reverse engineering methods intend to infer the mechanisms for 
regulating gene expression. More specifically, we want to predict [33]: 

(i) the state of gene gi in sample j from the expression values of other genes in the same sample;  

(ii ) the state of gene gi in sample j from the expression values of genes from the other samples;  

(iii ) the change in the state of gene gi from the state changes of other genes.  

2.3 Gene Regulatory Networks (GRNs) 

As to our knowledge there is no generally accepted precise definition of gene regulatory networks 
available. Genes are usually represented by network nodes. Dependencies between nodes are different-
ly modeled, by edges connecting pairs of nodes, by subsets of nodes or more complex constructs. The 
GRN is static and can be seen as the hardwired code for regulating the expression of genes, also re-
ferred to as “regulatory skeleton” [15]. It determines the dynamic behavior caused by the regulatory 
machinery interpreting and executing the genetic code. It is important to note that the GRN is inde-
pendent of time and conditions, and of variable quantities such as molecular concentrations and kinetic 
reaction rates [37].  

GRN analysis is the process of inferring the static structure from the dynamical behavior as obtained 
from experiments. The primary purpose is to gain a comprehensible view of the regulatory mecha-
nism. On the other hand, if the conditions of a time series experiment are initially known it should be 
possible to verify the same pathway by simulation. In the future GRNs may also serve as a tool for 
prognosticating pathways under given or assumed conditions. For example, responses to drug applica-
tion or the impact of other stimuli of chemical or physical nature would eventually be amenable by 
simulation.  
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3 Analysis of Microarray Data 

3.1 Introductory Remarks 

Analysis methods for gene regulatory networks follow the hypothesis that regulatory genes affect the 
expression of (other) genes, that themselves have regulatory function. If the knowledge of gene gi’s 
expression level yields information about another gene gj  , the genes are said to be correlated. To this 

purpose the correlation matrix W is defined as an n × n matrix, where n is the number of genes in the 
experiment. The matrix elements wij   are often normalized to the interval [–1 , 1] with wij   < 0 if  regu-
latory gene gi   acts silencing on gj   , and wij   > 0 if gi   produces a TF that encourages expression of gj   . 
The absolute value | wij  | measures the intensity of influence. The correlation matrix is an intermediate 
step toward a better understanding of the regulatory functions. However, as the number of genes in an 
experiment assay is usually much bigger than the number of samples, the correlation matrix has many 
more elements than the expression matrix, and hence cannot be uniquely determined from the ob-
served data. Proposed methods to escape this shortage are (see [38]) 

- artificially enlarging the number of measurements by interpolation [39], 
- imposing additional mathematical constraints [40, 41], 
- finding sparse interaction matrices by combinatorial search strategies [12, 41, 42], 
- reducing of the number of genes by eliminating redundant information [15], 
- applying a clustering algorithm and restrict to cluster representative genes for which additional bi-

ological knowledge is available [38]. 

Computational methods revealing correlation data from time series experiments try to explain expres-
sion intensities from earlier intensities.  

3.2 Static Systems Approaches 

As cause should precede its effect, one expects that an expression profile s(t) can generally be approx-
imated by its expression history, for example by the linear regression 

si(t)  ≈  ∑
l=1

L
al  si(t−l)  

with properly chosen weight parameters al   . A more accurate solution is found by not only considering 
the gi  's own history, but also by including expression histories from other genes. A time series of gj   is 
said to “Granger cause” the time series of gi   if 

si(t)  ≈  ∑
l=1

L
al  si(t−l) + ∑

l=1

L
bl  sj(t−l)   

[43, 44]. Granger causality has been proven to be more accurate than the first relation [44]. The con-
stant parameters al   and bl   must be accordingly adjusted from the expression intensities. Granger cause 
is used to decide if gi   is up- or down-regulated by gj   , or if both genes operate independently. Some 
authors also propose an extension of Granger causality to more than two genes, see Lozano et al. [45] 
for details. 

Rangel et al. and Hirose et al. [46, 47] assume that the dynamical behavior of the observed profiles 
s(τ) can be modeled from the development of a small number of k hidden state variables. A set of hid-
den state variable vectors x(t), …, x(t−L) of dimension k defines a first-order Markov process 

s(t) = Hx(t−1) + As(t−1) + εs (t−1) 

x(t) = Fx(t−1) + Bs(t−1) + εx (t−1) . 

Matrix H describes the influence of the hidden state variables to the current state vector; Matrix F 
describes the current changes of the hidden state variables; Matrix A captures the causal relationships 
of genes to the current state vector; Matrix B captures the influences of the previous gene expressions; 
The functions εs  and εx  describe uncorrelated white noise. 
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3.3 Dynamic Approaches 

Measuring the gene expression levels over a series of time steps, the rate of expression change of a 
gene gi can be described as a function of the expression levels of all genes,  

dsi

dt  =  fi (s1…sn) , i = 1, ..., n  

(see, for example, [48]). The functions fi are supposed to capture all kinds of influence on the expres-
sion of gi  , including transcription factors and other chemical signals. The initially unknown functions 
fi need to be guessed or approximated from the observed expression data. As such they should be sim-
ple to enable easy and fast calculations.  

Linear differential equations. Choosing linear functions turn the above relation into a set of linear 
differential equations, in which undefined parameters are to be fitted to the given data, 

dsi

dt   = ∑
j=1

n

 wij sj(t) + εi(t) .  

sj(t) is the expression intensity of gene gi at time t, n is the number of genes, and εi(t) is a stochastic 
variable capturing external perturbation in gi  . The regulatory weights wij are approximated from the 
time-course gene expression data by minimizing the squared error [49, 50].  

Modeling by linear differential equation is a simplified approach that is merely able to capture the 
main features of a network. Though only an approximation, due to its simplicity it is good as a starting 
point for further investigations. To make it even simpler, the network structure can be made sparse by 
applying a LASSO-constraint [51] of the form 

∑
j=1

n

 | wij | ≤ µi    

[52, 53], where µi is the Lasso constraint parameter for regulating the sparseness of the weight matrix.  

Various other methods were discussed by Guthke et al. [38] and Bansal et al. [54]. Chen et al. [55] 
proposed a more detailed approach for modeling the dynamics of gene expression. The expression 
level (si) and transcription rate (Gi) of each gene are extracted from the microarray data, and are then 
used to model dynamics of gene expression by the differential equation  

dsi

dt   = Gi(t) – λisi(t) + ξi(t) . 

Here λi is the self-degradation rate of the produced TF or the inverse of the time delay from input Gi(t) 

to output si(t), and ξi is the noise capturing data uncertainty and model residuals. 

Discretization of differential equation leads to difference equation models. The expression level of a  
target gene gi at time t + ∆t can be derived from the expression levels of the regulators gi(t) at time t 
and the regulating weights of the genes controlling the target gene, see Hecker et al. [10], 

(si(t + ∆t) – si(t))/∆t  =  ∑
i=1

n
 wij sj(t) + bi u         (i = 1, …, n) . 

bi is the impact of perturbation on the expression of gi ,  and u is a perturbation signal.  

Non-linear approaches. Other approaches use polynomials of degree 2 or higher [48]. Dynamic 
Bayesian networks based on a deterministic inertial model [56, 57] use a second order differential 
equation, 

d 2si(t)

dt 2
  +  2λiωi

dsi(t)
dt

 + ωi
2si(t)  =  ∑

j
 wij sj(t)   , 
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where si(t) is the expression level of gene gi (the quantity of mRNA produced by this gene) at time t, λi 

is an absorption coefficient characteristic for gi , and ωi is a natural frequency of gi  [56].   

A non-linear model presented by Vu et al. [58] is derived by assuming recursive action of regulators 
on the target over time. The model uses a sigmoid function for the control of target gene expression si  , 

dsi

dt   =  k1 
1

1 + e−si
  − k2si . 

The constant k1 is the maximal rate of expression of the target gene gi   , and constant k2 represents the 
degradation rate of the gene product.  

Another non-linear approach is an improved S-system model [59], see also [60] where the gene ex-
pression rate is modeled by excitatory and inhibitory components (αi, βi): 

dsi

dt   =  αi ∑
j=1

n
 sj   

 gij − βi ∑
j=1

n
 sj   

 hij  . 

gij and hij are kinetic components to adjust interactive parameters for modeling increasing and decreas-
ing effects of gj to gi  .  

Inference by stochastic analyses, Bayesian networks. Stochastic differential equations are variations 
of the above concepts making use of the irregularity of gene expression which becomes apparent if, 
e.g., the number of TF molecules is low [61, 62]. One step further are Bayesian networks (BN), re-
flecting the stochastic nature of gene regulation. Gene expression values are described by random var-
iables following probability distributions [25, 26]. Bayesian network as an inference tool for analyzing 
gene regulatory networks were early proposed because the statistical foundations for learning Bayesi-
an networks from observations are well understood, they can capture complex stochastic relationships, 
accommodate noise due to their probabilistic nature, and are able to consider indirect influences 
through unobserved components [63, 64, 65]. A Bayesian network is defined by the joint distribution 
of random variables representing the independent observation of the expression levels of the genes and 
possibly other random variables for experimental conditions and noise.  

So far a short overview on mathematical methods to infer expression correlations between pairs of 
genes. The correlation matrix is the jumping-off point for further structural analysis of the GRN which 
can be classified as: 

- gene clustering methods, 
- correlation networks and activation/inhibition graphs, 
- circuit diagrams (Boolean networks and Petri nets), 
- hypergraphs. 

Next we give brief insights to these models and discuss corresponding inference approaches. 

4 Modeling of Gene Regulatory Networks 

4.1 Gene Clustering 

The objective of clustering is to group genes with similar expression patterns. A co-expression cluster, 
also called transcription regulatory module [18], is a group of genes that are regulated by a common 
set of transcription factors. Microarray data showing gene subsets with the same expression level can 
be a useful hint for an initial assortment of genes possibly co-regulated under the experimental condi-
tion. Genes expressed with similar patterns in time series experiments may even give more detailed 
insights. In time series experiments and as well in steady-state experiments with changing conditions it 
is expected that genes still retain certain common regulatory behavior [17]. Genes sharing the same 
expression pattern are likely to be involved in the same regulatory process. If they share the same or 
similar regulatory sub-network, correlations between cis-elements and expression profiles are expected 
to exist [15, 66]. 
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The Pearson correlation coefficient provides a simple way to measure the correlation of genes gi   and 
gj   arising from a series of  samples [6]:  

r ij    =  
k=1
∑
L

(si(k) sj(k))

(
k=1
∑
L

si
2(k) 

k=1
∑
M

 sj
2(k))

   . 

Clustering genes of similar expression profiles is symmetric: Clusters only describe correlations be-
tween genes, without showing any direction. Hence, clustering alone cannot resolve gene regulation 
dependencies [53]. This representation deficiency can be partially overcome by taping additional in-
formation sources such as specific experiments, analyzing promoter regions for common binding mo-
tifs, or cis-regulatory modules [32]. A structural solution proposed by Bolouri et al. [16] suggests 
modeling GRNs as hierarchical constructs of modular building blocks with distinct functionality, start-
ing from minimal building blocks which are defined as basic transcriptional control processes execut-
ed by a few functionally linked genes [16].  

Co-regulation and cross-species analysis. Genes with similar expression profiles in the same species 
and structurally similar genes in the same or different species are key components of the biological re-
sponse [67], allowing deductions of high reliability.  

Motivation for co-regulation analysis: At different places of the DNA similar regulatory structures can 
be found. These seem to be mostly due to copying processes that took place in the past. The related 
genes are expected to be similar, again due to copying processes. Interestingly enough, situations nev-
ertheless have been found where the co-regulated genes show great diversity. In co-regulatory analy-
sis, the gene expression profiles obtained from single chip experiments can be compared against itself. 
In time series assays the expression profiles of different time points can be compared. 

Motivation for cross-species analysis: Two species sharing similar regulatory structures and regulating 
similar genes are expected to have a common ancestor with a regulatory structure from which the pre-
sent structures were derived [3]. Comparing time-series experiments with DNA from different species 
can be difficult because conditions and reaction times may diverge from each other even for similar 
genes [67]. Depending on the evolutionary distance it is known that similar genes across different 
species often perform similar function and are mediated by similar regulatory mechanisms [13, 44, 
66]. It has been pointed out by Lu Y [67] that successful application of cross-species analysis leads to 
insights that cannot be obtained when analyzing data from a single species.  

4.2 Correlation Network 

One of the simplest modeling methods of GRNs is the correlation network, which is an undirected 
graph with nodes representing genes and undirected edges connecting pairs of genes that influence 
each other [13]. Edges are weighted by a numerical coefficient expressing the intensity of the correla-
tion. By imposing a correlation threshold, sparingness of the graph can be controlled. 

Activation/Inhibition networks [12, 14] are refined correlation networks, where the edges are oriented 
to inform about the direction of influence, as described by the correlation matrix W. A positively 
weighted edge from gi to gj is drawn as gi → gj , negatively weighted edges are drawn as gi  gj (see 
figure 2). The absolute weight value can be interpreted as the intensity of influence.  

 
Figure 2: An example activation/inhibition graph 
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The activation/inhibition network is the basis for further investigations. One immediate question con-
cerns the modules of regulatory genes (or TFs) mediating the expression of a given gene gi  . A simple 
strategy is to investigate the set of predecessors of gi  . Accordingly, the notion of a parent set of gi 
coined by Barker et al. [34] is the set of genes whose product proteins regulate gi  . For finding the par-
ent sets from a local analysis one can chose from different algorithms. Learning strategy with feedback 
declare the best scoring sets as parents. Heuristics like hill-climbing, simulated annealing or genetic 
algorithms can be applied in this step. The child’s own level is used to further help determine a child’s 
parent genes. The method considers sequential points of a time series experiment and determines the 
percentage of time a child gene raises its expression level in a given configuration. The method can 
potentially better determine activation and repression behavior in cases where there is tight feedback 
in the network.  

The assumption that all input (predecessor) genes of gi belong to a single module is perhaps too sim-
plistic because there may be several different occasions at which gi with high expression value is acti-
vated, and the predecessor set may hence cover more than one module. A serious drawback of activa-
tion/inhibition network regards the fact that for a node with two or more incoming edges, it is not clear 
if the corresponding genes commonly or independently regulate the target gene. As we have seen from 
clustering methods, a gene is often regulated by a set of genes rather than by a single gene. Such situa-
tion cannot be captured by correlation networks. Circuit diagrams reviewed below are more specific 
about this point.  

Another simple approach is to search for groups of genes with certain common local properties such as 
hubs. Genes with high regulatory influence on other genes can be isolated from the activa-
tion/inhibition graph. These are particularly genes having several out-going connections. Genes with 
high out-degree are assumed to be members of a common biological process. It is known that modules 
of commonly regulated genes are in more stable relation than expected [52, 53].  

4.3 Circuit diagrams 

In contrast to correlation networks which expose pair-wise relationships of genes, circuit diagrams aim 
to model flows of actions in gene regulatory networks. Again, network nodes represent genes, with 
weights specifying their current expression status. The status of a node is defined by a function of the 
status of parent nodes. Update functions may be applied synchronously on all genes, or update delays 
may be individually specified for the genes for modeling a – perhaps more realistic – asynchronous 
network behavior.   

A simple “classifier” language for describing up- and downregulation was introduced by Soinov et al. 
[36]. ↑g (↓g) is used to describe positive (resp. negative) change of the expression level of g.  +g (−g) 
means that gene g is ‘upregulated resp. downregulated; ‘⇔’ is used for simultaneous events, and ‘⇒’ 
is used to distinguish between events that are divided in time. For instance, +g1 +g2  ⇔ −g3  means that 

g3  is ‘downregulated’ while g1  and g2  are ‘upregulated’; +g2  ⇒ +g1  means that g1  is ‘upregulated’ if 

g2  was ‘upregulated’ (for example, in the previous time point of the time series); ↑g1 ↓g2  ⇔ ↓g3  
means that positive change in the expression level of g1  along with simultaneous negative change in 

expression of g2  coincides with simultaneous negative change of g3  expression; ↑g2  ⇒ ↓g1  means 
that positive change in expression level of g2  precedes negative change of g1  expression. 

BioTapestry is a graph tool introduced by Longabaugh et al. [37] for representing regulatory networks 
(see figure 3). In this tool, a horizontal bar stands for the regulatory region of a gene. The incoming 
edges (TFs) point to the corresponding binding places. An activating TF ends in an arrow tip, an inhib-
itory TF in a short bar. The outgoing edge stands for the gene’s transcription. A Boolean function on 
the incoming edges defines the regulating modules.    

Boolean networks are known to be successful in modeling real world problems in general, and specif-
ically for genetic regulatory networks. In the simplest case, the expression of gene gi  , as obtained from 
time series array data, is described as a Boolean value: TRUE representing active (expressed gene), 
FALSE inactive (not expressed gene) [18, 35, 36]. State of a regulatory network with n entities g1, …, 
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gn is then modeled by a Boolean vector of dimension n. The behavior of each gi is described by a 
Boolean function fi defining the next state from the current states of g1, …, gn . The Boolean functions 
are written in disjunctive normal form as an ORed set of AND-clauses of negated or non-negated vari-
ables. The binding sites of an AND clause define a cis-regulatory module that separately regulates the 
expression of the gene. The ORed AND-clauses hence define alternative ways of gene regulation. 
Such model is supported by the observation that a gene can be regulated by different sets of TFs (see, 
e.g., [3]).  

. . . . . . 

gene  
Figure 3: Representation of a gene function in BioTapestry 

Multivalued networks. Microarray data often allow finer specification of a gene’s state. Accordingly, 
Banks et al. [20] proposed a generalization of Boolean networks to multi-valued networks: Suppose 
gene gi has possible states sj ,  j = 1, …, ki . For each state sj a Boolean variable bi[sj] is introduced and 
is set TRUE if gi is in state sj , FALSE otherwise. The next state function is given as a set of Boolean 
expressions over the variables bi[sj]. The Boolean expression for bi[sj] defines the next state of gi from 
the variables bi'[sj'] (i' = 1, ..., n; sj' = 1, ..., ki). This means that in different states, the activity of gene gi 
is regulated in different ways.  

Unfortunately, the microarray data are not precise. Consequently the Boolean functions describing the 
network structure are burdened with some degree of uncertainty. If the state of a gene gi is uncertain or 
unknown, the Boolean network representation has problems. Steggles et al. [18] proposed the intro-
duction of don’t cares. This uncertainty motivated Zhao et al. [19] to propose the use of random Bool-
ean networks, where the expression values of fi(g1, …, gn) are interpreted as probabilities. 

Petri nets have two types of nodes, a set P of places and a set T of transitions, both finite and non-
empty. Edges (set E) either lead from places to transitions, or from transitions to places: E ⊆ (P × T) ∪ 
(T × P). Places can be marked by tokens. If all places leading to a transition are marked, the transition 
“fires” by removing the tokens from all incoming places and placing tokens on all outgoing places. 
There are many variations of the Petri net concept: various token types, more than one token allowed 
on a place, and timing conditions for transition delays for firing.  

When applying Petri nets for GRN modeling, genes are represented as places, and conditions are mod-
eled in the transitions. Gene expression is modeled by a firing condition based on a Boolean function 
of the incoming values. Steggles et al. [18] describe a transformation from Boolean networks to Petri 
Nets. There is only one transition, and each place gi communicates by two arcs: c(gi) goes from gi to 
the transition, and n(gi) goes from the transition to gi . The firing condition is defined as a guard which 
is a Boolean expression on the values of incoming places that defines the next state function of the 
multi-valued network.  

Multivalued networks discussed above can also be modeled as high-level Petri nets (HLPN, [20]) 
which extends the original notion of Petri nets. Again, each entity gi is modeled as a place in the 
HLPN, but now tokens of different type reflect the gene states.  

Hybrid Petri nets (HPNs, see [21, 22]) are a further extension of Petri nets that allow quantitatively 
modeling discrete and continuous processes. A HPN [68] has discrete and continuous places and tran-
sitions. Each discrete place is associated with a non-negative integer representing the number of to-
kens. Each continuous place is associated with a non-negative real number called mark. A continuous 
transition fires continuously, the firing speed is a function of the values of the ingoing places. For each 
pair (Pi  , Tj) representing an arch from a place to a transition, a function defines the weight of the arc, 
which is a non-negative integer if Pi is discrete and non-negative real otherwise. Likewise, for each 
pair (Tj  , Pi) from a transition to a place, a function defines the weight of the arc, which is a non-
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negative integer if Pi is discrete and a non-negative real number otherwise. Each transition Tj is as-
signed a delay time (if Tj is discrete), and a speed (if Tj is continuous). Initial marking assigns each 
place an initial non-negative integer. HPNs can be used to model protein and mRNA concentration 
dynamics which is coupled with discrete switches [23].  

Continuous Petri nets can be converted to differential equation systems: Let mi be the initial marking 
of the continuous place Pi representing the expression intensity of the corresponding gene gi . The 
change rate of mi , dmi/dt, is assumed to linearly depend on the concentrations of other proteins, 

 
dmi

dt   =  ∑
j = 1

n

αj r j ,   

where αi ∈ {−1, 0, 1}, and the concentration parameters r i are in direct relationship with other expres-
sion intensities, such as r i = ki*m1*m2 . Here, ki is the rate of reaction, and the mj's are the tokens resp. 
experiment intensities of parent places, see Gilbert et al. [24]. 

4.4 Hypergraphs 

Hypergraphs as generalization of classical undirected graphs are defined as pairs (G, E), where G is 
the set of vertices and E, the hyperedges, is a set of non-empty subsets of G, E ⊆ 2G – ∅ . For GRN 
modeling, G represents the set of genes. Hyperedges can be used to directly model modules of regula-
tory genes [69, 70, 71]. To capture orientations from cause-effect relationships, Klamt et al. [70] de-
fine a directed hypergraph as a pair (G, D) with the set of hyperedges (or hyperarcs) D ⊆ E × E.  Each 
hyperedge is thus a pair of subsets of nodes representing an n:m relationship between the vertices. 
Such structure nicely models the observed situation that a module of transcription factor genes regu-
lates a set of target genes.  

Another concept with apparently interesting modeling features defines a hypergraph as a pair (G, E) 
where each element of E is a set of nodes with a relation within the set. In the following we have a 
closer look at this concept and demonstrate its suitability for modeling GNRs. Let E = {H1, H2, …} be 

the set of hyperedges. A hyperedge Hk is a pair (Sk , rk) with a non-empty subset of nodes (genes) Sk ⊆ 

G and a relation rk ⊆ Sk × Sk . An oriented correlation edge (gi , gj) ∈ rk is introduced if gi directly 
influences the expression of gj , without any intermediate expression step. A positive or negative 

weight ∈{ −1, 0, 1} associated with (gi , gj) is deduced, for example, from the correlation matrix W.  

To begin with we understand the notion of a hyperedge in a very basic sense and use it for modeling 
m:n conditions between genes. Accordingly we first constrain hyperedge Hk to a two-level graph Hk ⊆ 

Ik × Ok with the interpretation that the genes of the input set Ik commonly regulate the genes of the 

output set Ok . The elements of Ik ∩ Ok are considered as loops of self-regulation. Under this assump-
tion the model is essentially equivalent to that of Klamt et al. [70] and to Boolean networks. To see the 
latter, let fi(g1 , …, gn) be a Boolean function determining the next state of gi from the current states of 
g1 , …, gn . Let fi be given in disjunctive normal form, i.e., an ORed set of AND-clauses where each 
clause is a conjunction of literals. Transforming gi = fi  (g1 , …, gn) into the hypergraph model, for each 

clause gα1
 ∧ … ∧ gαr

 a hyperedge is introduced, where each gαj
 has activating or blocking influence. 

The complete function gi = fi  (g1 , …, gn) is hence modeled by a set of directed hyperedges, one for 
each clause. Comparing with the Boolean model, the hypergraph model in fact puts more emphasis on 
the modularity of regulation conditions. This offers the option of adding expression conditions from 
cell type specific expression conditions or experimental settings separately for each module resp. 
clause of a Boolean function.  

Without going into detail here, we mention that two-level hyperedges can be combined into increas-
ingly complex structures by linking output nodes from one hyperedge to the input nodes of another. 
Figure 4 shows the Boolean definition of three functions and corresponding hyperedge representation.   
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Hypergraphs are therefore expected to be useful for modeling sub-circuits, in particular groups of 
genes that cooperatively realize special kernel or key functions [3]. It also shows the flow of regulato-
ry information in the network. Hence the idea is to ultimately model complete pathways by higher 
order hypergraphs.   

g3 = (g1 ∧ ¬g2) ∨ g5 

g5 = g2 ∧ g4 

g6 = g3 ∧ g5 

Condition C1 :  
g2 and g4 activated  

Condition C2 :  
g1 activated,  
g2 not activated 

g1 g2

g3

-11

   

g2 g4

g5

1 1

  

g5

g3

1

            

1 1

g6

g3 g5

 

g2 g4

g3

g5

g6

1 1

1

1

C1 :

1

    

C2 :
g1 g2

g3

-11

 

Figure 4: Left: Boolean functions. 
Center: Hyperedges representing the Boolean graph. 
Right: Hyperedges modeling the pathways in conditions C1 and C2. 

5 Conclusion: Summary and Outlook 

This paper deals with gene regulatory networks and methods to reveal its coarse structure. An im-
portant point concerns network representations because the interpretation of experimental data puts 
model-dependent emphasis on special structural aspects. The research aims to receive a picture of the 
gene regulatory network as complete as possible. The GRN may be considered as the skeletal frame 
along which, depending on the current cell state, i.e., the availability of transcription factors and other 
signals, gene expression pathways are realized.  

It is important to distinguish between GRNs and pathways. Pathways can be considered as avalanche-
like gene activities flowing through the network. They can be measured through, for example, micro-
array experiments, showing snapshots of the pathways at particular points of time. But one has to ac-
cept the fact that these experiments only present discrete pictures with many intermediate stages pos-
sibly missing. As a consequence, the inferred results have some degree of uncertainty. However, with 
the help of additional information from other sources, both experimental and computational, the cred-
itability can be raised. These are determination of transcription factors, their binding sites and cis -
regulatory modules, but also concentration, intensity and disintegration rate of transcription factor 
proteins, binding forces, expression rates, and other factors. From this data, various computational 
approaches infer the pathway of gene expressions which after all opens up, albeit small, a window to 
the GRN structure. 

In a reverse view, and assuming that the GRN analysis has reached a sufficiently high degree of accu-
rate completeness, one should be able to use the accumulated knowledge for simulating pathways. 
Starting from special cell condition with a mixture of TFs, the GRN structure should propose path-
ways of expressed genes. The hyperedge data structure introduced in this paper should allow simula-
tions for verifying experimentally revealed pathways. In case of a disagreement, hints for correcting 
and improving the GRN structure could be given. Ultimately such simulations can be expected to pre-
dict the effect of drugs and medical applications.  
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1 Introduction

Understanding details of machinery of human organism has been a great chal-
lenge for humanity. Proteins are the machinery of life as they are involved in all
important processes which occur in an organism. In the last decade the number
of identified protein sequences gathered in databases increased tremendously but
only for the fraction of them the three dimensional structure is known. Determi-
nation of a native folded structure of a particular protein is a key to understand
its function. Such a determination is difficult and requires time and money
consuming experiments such as crystallography or NMR techniques. Hence,
prediction of the secrets of protein structure nature using efficient computer
aided modeling techniques is of great interest because progress in that area can
generate profits in medicine, chemistry.
Moreover, reliable computational methods designed to evaluate protein models
quality without knowing native structure is relevant in the context of protein
tertiary structure refinement as currently available computational models out-
number experimentally derived.

1.1 Proteins local descriptors library

A protein descriptor is a set of several short, non-overlapping fragments of the
polypeptide chain. Each substructure describes local environment of a particu-
lar residue and includes only those segments of the main chain that are located in
the proximity of that residue (Kryshtafovych et al. 2003). The detailed descrip-
tor construction process description is described in (Hvidsten et al. 2003). Next,
descriptors clustering should be conducted relies on grouping many descriptors
from different proteins which represent the same structural shape. Finally, we
have created a library of protein structures building blocks that are common to

∗Corresponding author: maciej.antczak@cs.put.poznan.pl
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proteins independent of their global fold. We use the library as the structural
context in quality assessment approach.

1.2 Side-chain conformation prediction problem

In order to assess the quality of structural templates in the homology modeling
there is need to learn how to thread unknown protein sequence on the known
homology protein backbone. To solve this problem one use SCWRL3 (Canutescu
et al. 2003) program which is most popular tool due to its speed, accuracy and
ease-of-use for the purpose of homology modeling.

1.3 Molecular potential energy functions

During research one need to select most appropriate potential scoring func-
tions which can be useful for reliable quality assessment with high structural
accuracy. Potential energy functions for evaluating protein conformations range
from quantum mechanics, which is accurate but very slow, to more heuristic
energy functions that include statistical terms. In molecular mechanics po-
tential functions one can distinguished two types of potentials: ”bonded” and
”non-bonded”. The bonded energy potentials apply to sets of 2 to 4 atoms that
are covalently linked, and they serve to constrain bond length and angles near
their equilibrium values and also include a torsional potential that models the
periodic energy barriers encountered during bond rotation. The non-bonded en-
ergy potentials consist of the Lennard-Jones function (LJ) (Brooks et al. 1983)
(which includes van der Waals attraction, and repulsion due to orbital overlap),
and Coulomb’s law(Cornell et al. 1995, Duan et al. 2003). Modern molecular
mechanics model hydrogen bonds as a combination of an electrostatic interac-
tion and an LJ interaction.
An alternative type of potential energy function is the knowledge-based, or
statistical, energy function (e.g. DFIRE (Hongyi & Yaoqi 2002), self-rotamer
population energy(Canutescu et al. 2003)). This type of energy function derives
from the database of known protein structures. The advantage of a knowledge-
based energy function is that it can model any behavior seen in known protein
crystal structures, even if no good physical understanding of the behavior exists.
The disadvantage is that these energy functions are phenomenological and can’t
predict new behaviors absent from the training set.

2 Problem Formulation

Nowadays, general protein structure quality assessment is one of the most im-
portant problem in the field of protein analysis which remains unsolved. There is
no good protein structure quality assessment methods which work with high ac-
curacy without knowing the corresponding, native protein structure. The most
important step in comparative modeling relies on structural template choosing
with high structural identity according to unknown protein identified only by a
sequence. Main aim of our research is to design and implement a novel protein
structures quality assessment method which provides high accuracy estimation.
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3 Method

In this paper, we present a protein structure quality assessment and modeling
support web framework (PSQAMSF), which allows to identify and visualize
possible chemical/physical, folding, packing inconsistencies in order to refine
analyzed protein model. It is also particularly suited to assess applicability
of the target sequence to structural template alignments, a major source of
comparative modeling errors. In presented approach a library of structurally
similar local fragments of proteins have been used. It combines several types of
potential energies such as statisticala and physics-based potentials. In generally
protein structure quality assessment method consists of following phases:

• the descriptor is built for every particular amino-acid from input model
and the total of non-bondig atom-atom interaction energy between central
residue and other in contact residues is computed for every integrated
potential scoring function,

• for every model descriptor the most suitable descriptors group is assigned
with using structural similarity function,

• the quality of the model descriptor is measured in the context of assigned
descriptor group taking into consideration potentials normal distributions
and descriptors comparison features.

Figure 1: Quality assessment scheme
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The measureable results are represented in the table and charts view. Our
software allows also to visualize structural interactions which were identified
in current model with graph and 2D profile. Additionally our framework has
integrated Jmol tool which can be used for visual inspection of possible struc-
tural problems of whole molecule, chose descriptor or particular residue-residue
interaction.

The PSQAMSF framework provides amino-acids based measurements which
generally includes density, descriptors comparison and quality measurements
and structurally similar descriptors groups characteristics. The most important
measures from above described table are presented with using 2D charts with
colored scale. Red color represents possible structural error. In other case the
green color represents that local environment around chose amino-acid which is
possibly correct.

Figure 2: 2D visualization chart examples

The software provides also interactions based measurements table and its vi-
sualization called as interactions profile. In the profile every pixel is represented
in one of two colors: orange where represents identification of non-bonding
structural interaction between two residues and white in other case.
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Figure 3: Interactions profile example

Finally the non-bonding structural interactions graph is provided. The user
can analyse non-bonding structural interactions graph for three levels of details:
whole model, particular amino-acid descriptor and even particular structural
interaction. This framework integrates Jmol(Herraez 2006) viewer and allows
to look at corresponding tertiary structure of protein fragment described in the
interactions graph.

Figure 4: Interactions graph example
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4 Conclusion

In this paper a novel general model/structural template quality assessment
method has been proposed. Next, the Protein Structure Quality Assessment
and Modeling Support Framework (PSQAMSF) has been designed in order
to analyze and recognize structural errors in the protein structures. The sys-
tem provides 2-dimensional plots, where structural neighborhood quality for all
model amino-acids is described. The framework allows to visualize amino-acid
structural environment which is classified as possibly irregular. This can highly
improve an evaluation and refinement of predicted protein models.
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Mind the Gap: Problem Definition and Properties

Maciej Drozdowski∗, Dawid Kowalski†,
Jan Mizgajski‡, Dariusz Mokwa§, Grzegorz Pawlak¶

1 Introduction

Mind the gap is a combinatorial optimization problem, which generalizes classic
problems like TSP or set cover. It’s a graph problem and has some problem
specific graph properties. Graphs involved in MTG are a model for metro, train,
tram or any other communication network. This type of graph will be called a
subway graph.

Each subway graph has nodes corresponding to stations and arcs correspond-
ing to connections between stations. In addition to that, subway graphs have
lines. A line is a set of connected nodes. This is the only requirement for lines,
but most of them are routes in graph from node A to B and from node B to A.
Every node in subway graph must belong to at least one line. Lines can overlap,
just like in real life networks, which means that one arc can belong to more than
one line. Since lines on communication networks maps are very often denoted
by different colors, we will also refer to line as to color.

The question behind the problem is: what is the shortest cycle, starting
from a given node, which visits all lines in the graph? Visiting a line is traveling
between two stations (nodes) that belong to that line. This means that we can
visit multiple lines at once (because lines can overlap).

2 Problem variants

Basic problem consists of finding a cycle that contains a given node. Other
version of MTG consists of finding shortest cycle in a graph without determining
any nodes that must be visited. This problem can be solved by running MTG
optimal algorithm from all nodes in the graph and choosing the solution with
shortest cycle. That variant is called universal MTG (uMTG for short).

These two versions can also be distinguished by the type of the graph, which
can be either directed (directed or asymmetric MTG) or undirected (undirected
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or symmetric MTG). In most of our work we focus on directed MTG with
starting node.

All of above variants can be either a weighted problem, where each edge or
arc has its own weight or unweighted where all weights are unitary.

3 Similar problems

During research we came across many problems of nature similar, in some as-
pect, to the nature of MTG. Among others, these were:

• Eulerian cycle problem

• Chinese postman problem

• Traveling salesman problem

• Rural postman problem

• Covering salesman problem

In Eulerian cycle and Chinese postman problems [2, 4] one needs to visit all edges
exactly once and at least once respectively. In MTG there is no requirement
about visiting edges. We just need to visit at least one edge from all lines.

Traveling salesman problem involves visiting all nodes in the graph. In MTG
we don’t need to do that. Some similarity can also be found in rural postman
problem [4], where we need to go through all of edges from a given set. But in
MTG we have a set of sets of edges and we need to visit at least one edge from
each set.

Last one is covering salesman problem [1, 3], where you need to cover all
nodes, where cover means that the node must be at most d distance from route.
All these problems have simple transformations to MTG problem.

4 Problem properties

4.1 Complexity

We will prove that the decision version of MTG problem is NP-complete and
that the original optimization version of MTG is NP-hard. MTG in decision
version is in NP because a solution can be encoded as a string of arcs (or edges).
The string has length O(m) and the fact of visiting all lines can be verified
in time O(mL), where L is the number of lines. We will show a polynomial
transformation from undirected Hamiltonian Circiut to MTG.

Undirected Hamiltonian Circuit can be defined as follows [4, 5]:
Given graph G′(V ′, E′) is there a circiut in G’ which includes each node

exactly once?
For every node i ∈ V ′ we create an additional node (twin node i′) in trans-

formed instance. Then we connect each pair of original node and it’s twin with
an edge i, i′. Final step is to put lines into graph. We create one global line,
to which every edge belongs. Then we create one line for every pair of original
node and it’s twin. In such a graph there will be |V ′|+ 1 lines, 2|V ′| nodes and
|E′|+ |V ′| edges.
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We ask if there is a circiut of length at most 3|V ′| visiting all lines.
If we suppose that the answer to MTG is positive then the distance we need

to travel between each original node and it’s twin is equal to 2|V ′|. This leaves
us with |V ′| distance for travels between the orignal nodes. If we managed to
visit all lines we’ve also visited all nodes and if we’ve done it by traveling |V ′|
distance it means that the anwser to Hamiltonian Circuit is positive.

If we suppose that the anwser to Hamiltonian Circuit is positive we add a
loop (i, i′), (i′, i) to visit a line between node and it’s twin. Then all lines are
visited and the length of the circuit is 3|V ′|.

4.2 Dominance Properties

We can show that in symmetric (undirected) MTG there are optimum solutions
in which each edge is traversed at most once in each direction [6].

Below we denote traversing from node u to node v with (u, v) and (v, u) for
traversing in the opposite direction.

Suppose that arc (u, v) must be visited many times in the optimum solution.
If in between of traverses from u to v and from v to u one would go through
a subpath, it would be possible to visit all subpaths first and then go through
(u, v). Other traverses are redundant.

If in optimal solution one would go through (u, v) an odd number of times
and from node v to node u through different subpaths, it would be possible
to go through even subpaths (b, c) in the opposite direction. That is possible,
because it’s the symmetric MTG. This means that we need to traverse (u, v)
just once.

If in optimal solution one would go through (u, v) an even number of times
and from node v to node u through different subpaths, it would be possible to
go through odd subpaths (a, c) in the opposite direction. This also means that
we need to traverse (u, v) just once.

The above covers all possibilities and is applicable to all edges in the subway
graph. Such reasoning will reduce number of (u, v) traversals down to one. In
asymmetric case an arc (v, u) could be the only one leading from node v to node
u. This means that for every arc or subpath going from u to v we need to go
through arc (v, u) to get to node v.

4.3 Network compression algorithm

One of the properties of subway graph is that we are able to preprocess instances.
We called this preprocessing a network compression. It removes some nodes and
edges and since all algorithms complexity bases on one or both of these, instances
can be solved quicker. Solution found for compressed instance is the same as
solution found for instance not compressed.

The algorithm is fairly simple:

• For every node in graph check if it’s:

– connected to exactly two other stations and

– all 3 stations belong to the same lines and

– connections to other stations are in both directions.

– If all conditions are met then qualify node for removal.
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• For every node in graph not qualified for removal:

– For every node that one is connected to:

∗ if it’s qualified for removal then disqualify it.

• Remove nodes that are qualified for removal by connecting nodes that the
node being removed is connected to. New edge weight will be a sum of
weights of removed edges.

The whole idea comes from observation, that if there is a very long route between
two intersections we only need to decide if we want to go through that route all
the way to the next intersection or step one edge in and get back. This is because
whole route contains the same colors and we can visit them all just by traveling
between intersection and the first station on the route. Going further in that
route makes sense only if we want to get to the next intersection, otherwise it’s
redundant. This allows us to remove all nodes between the first and the last
one. These two must be left in case of situation when we would like to step in,
visit all colors and get back.

5 Conclusion

In this paper we introduce properties of Mind the Gap problem. We describe
and show multiple variants of the problem. We also present similar problems
and describe their similarities and differences. We prove computational hardness
and dominance properties of MTG. Finally, we propose an algorithm shortening
(compressing) instances by making use of MTG problem properties.
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Mind the Gap: Solutions and Algorithms

Analysis

Maciej Drozdowski∗, Dawid Kowalski†,
Jan Mizgajski‡, Dariusz Mokwa§, Grzegorz Pawlak¶

1 Introduction

Mind The Gap (MTG) was first introduced in [1] and is the problem of finding a
minimum cycle in a subway graph G visiting all lines (connected sub-graphs of
G) embedded in this graph. By visiting a line we understand traveling between
two nodes connected by an edge belonging to this line. Since lines can overlap
it is possible to visit many lines when traversing a single edge.

MTG comes in many variations including:

• Sourced MTG - in which a proposed solution must include (start at) a
certain node labeled as the source.

• Universal MTG - in which we relax the above-mentioned constraint and
look for a globally shortest cycle

• Directed (asymmetric) MTG - with a directed subway graph.

• Undirected (symmetric) MTG - with an undirected subway graph.

In this paper we will discuss both Sourced (referred to as MTG for simplic-
ity) and Universal MTG (uMTG) but only for undirected subway graphs. It is
noteworthy that uMTG can be solved with an algorithm designed for MTG by
taking each node of the subway graph as source.
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2 Sample solution

We present a sample MTG solution for London Tube [5] having Oval station for
the source node and assuming unit edge lengths. This cycle also happens to be
a feasible solution for the uMTG version of the problem. In Fig. 1 we present
a section of London Tube map with graphical depiction of the MTG solution
drawn with dark-red markers and arrows. In Fig. 2 we show in a step-by-step
manner how does the MTG solution visit lines of the subway graph.

Figure 1: MTG solution for London subway network starting from Oval

Figure 2: Step by step explanation of the MTG solution for London network
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The second and fourth column in Fig. 2 depicts what lines are visited by
each edge for the first time in the solution. Lines that were visited earlier in
the cycle are not taken into consideration - for example, the edge Kennington
→ Waterloo belongs to the black line, but this line was visited earlier at edge
Oval → Kennington, so it does not appear in second column. Other important
moments in the cycle are:

• The Liverpool Street → Moorgate edge in which many lines are visited
while traversing a single edge

• Reaching the Westminster station - a this point the solution has visited
all lines and has to return to the source. For all algorithms based on the
principle of incremental path-building, visiting all lines means that the
next step is to return to the source via the shortest route.

3 Optimization Algorithms

Double Recursion: Double recursion algorithm is a branch and bound (B&B)
algorithm which recursively enumerates permutations of colors, and routes be-
tween the pairs of colors.

The first recursion is an enumeration of possible color permutations. Suppose
X, Y are two consecutive colors in the permutation. The second recursion is
enumerating all shortest routes between any station in line X, and any edge in
line Y . Furthermore if on a path induced by the constructed permutation line
Z is visited ”by the way” this path is eliminated in order to disallow isomorphic
optimal solutions. On each stage of path construction, the sum of the length of
the current path and shortest route to the source is treated as Lower Bound.

DR gives optimum solutions at the expense of exponential running time
dependent on both the number of lines and the number of nodes and edges in
the graph.
All Cycles BB: All Cycles (AC) is based on the dominance property of the
subway graph for symmetric MTG. It states: For a symmetric subway graph
there exist an optimal solutions for which each edge can be traversed at most
once in each direction[1].

For AC each edge in the subway graph is represented as a pair of arcs and,
in accordance with the Dominance Property, each arc can be traversed at most
once. Cycles are constructed by a depth-first-search method. Similarly to Dou-
ble Recursion on each stage of path construction, the sum of the length of the
current path and shortest route to the source is treated as Lower Bound for
current solution.

The main advantage of AC over Double Recursion is that it’s computational
complexity is independent of the number of lines.

4 Heuristic algorithms

Single Recursion: Single Recursion can be viewed as a simplified Double
Recursion. Simplification is achieved by taking the shortest path between two
lines of a permutation instead of enumerating all possible paths. Single Recur-
sion has no optimality guarantee.

ICOLE 2011

Machine Learning Reports 33



Closest Unvisited Line: Closest Unvisited Line (CUL) is a greedy algorithm
iteratively choosing a closest edge containing a yet unvisited line. When all lines
are visited, the algorithm returns to source via the shortest path.

Closest Most Efficient Edge: Closest Most Efficient Edge (CMME) can
be viewed as an upgrade of CUL. Instead of traveling to a closest edge contain-
ing an unvisited line, it chooses an edge with the best ratio of unvisited lines to
the cost of traversing it. It follows that CMEE prefers edges with overlapping
lines.

5 Experiments and algorithms analysis

All aforementioned algorithms were studied both theoretically and experimen-
tally. The theoretical study of algorithms included defining their computational
complexities and introducing lower bounds of worst case behavior for the heuris-
tics.

The experimental study included solving instances based on 12 real-life com-
munication networks with random source nodes (120 instances in total). We
achieved encouraging results with most instances solved to optimality within a
4 hour time limit.

In general Double Recursion outperformed AC both in execution time and
quality of solutions. AC often exceeded time limit and was terminated prema-
turely. Single recursion delivered good results although it’s typical execution
time was 3 orders of magnitude bigger than those of CUL and CMEE. In most
cases CMEE dominated CUL in terms of quality of results[1].

Additional experiments included finding uMTG solutions for all studied net-
works.

6 Conclusions

In conclusion, MTG is a new and challenging problem of combinatorial opti-
mization. Despite apparent similarity to other well known problems in the field
[2, 3, 4, 6], it is essentially different by the fact that its objectives can only be
achieved by traversing an edge in the graph. This results in a dynamic view
of the subway graph and demands algorithms assuming a different perspective
than traditional approaches used in many other transportation problems. Al-
though satisfactory results were achieved for real-life instances, further study is
needed to asses the performance of proposed algorithms on different classes of
subway graphs.
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1 Introduction

With the present situation of increasing energy demand, rising energy prices,
and reinforcement of countermeasures for global warming, the interest in renew-
able energy sources is continuously growing. In the context of new European
Union directives requiring Poland to increase the share of energy from renewable
sources in overall energy balance of the country, there is a need for significant
amounts of biofuels [1, 3]. As a result of this bio-economic situation, the research
project on the ”Development of a species index and optimization of production
technology for selected energy crops” is being conducted. The entire project
is realized within a consortium representing four scientific institutions, i.e. the
Poznan University of Life Sciences, the Institute of Soil Science and Plant Culti-
vation in Pulawy, the Lodz University of Technology and the Poznan University
of Technology. A comprehensive approach to production technology of crops
to be used for energy purposes is provided by the realization of three basic
modules:

• Module I: Optimization of quality parameters of cultivars/strains of cere-
als, sugar beets, maize and sorghum from the point of view of production
of biofuel and biogas.

• Module II: Optimization of cultivation methods for cereals, sugar beets,
maize, sorghum, Virginia fanpetals and reed Canary-grass to be used for
biofuel and biogas in terms of variation in soil and climatic conditions.

• Module III : Determination of prospects for cultivation of energy crops
in Poland and determination of profitability of production and energy
balance for investigated crops and proposed technologies [4].

∗Institute of Computing Science, Poznań University of Technology, ul. Piotrowo 2 60-965
Poznań, Poland E-Mail: Anna.Gotfryd@cs.put.poznan.pl
†Institute of Computing Science, Poznań University of Technology, ul. Piotrowo 2 60-965

Poznań, Poland E-Mail: Grzegorz.Pawlak@cs.put.poznan.pl
‡Institute of Computing Science, Poznań University of Technology, ul. Piotrowo 2 60-965

Poznań, Poland E-Mail: Wojciech Wojciechowicz@cs.put.poznan.pl

ICOLE 2011

36 Machine Learning Reports



The determination of the prospects such as the relation of plant productivity
to the production costs may be a difficult task for an ordinary farmer. In a
consequence, some of them may abandon the idea of founding a plantation of
energy plants for the wrong reasons. On the other hand the others may plant the
energy plants without any analysis of the impact for the natural environment.
That is why an innovative computer program to determine optimal production
technology of tested crops, taking into consideration climatic and soil conditions,
ecological and economic aspects is being developed. The software will help the
farmer with choosing the most profitable technology for energy crops production
thanks to reliable estimation of profitability for initially specified conditions
and thanks to suggestions optimizing its cultivation - both in terms of cost
effectiveness and environmental friendliness, which as a result will reduce the
risk of the investment. The general specifications of functionalities regard three
levels:

• Level 1 - the software will use and process data obtained from the Institute
of Soil Science and Plant Cultivation within:

– the level and timing of fertilization

– the type and quality of soil,

– the nutrient content in soil,

– the amount and distribution of precipitations and temperature

– the level of organic fertilization (dose and timing of applications)

After gathering this data, a database is being created for storing and creative
use of the results. A module that optimizes and supports decision is being
designed and manufactured. The external databases can be used as well.

• Level 2 - the module evaluating the environmental friendliness is being
designed and manufactured; in the absence of positive evaluation of the
farming unit, the technology will not be accepted and appropriate changes
will be suggested.

• Level 3 - the module will also evaluate the economic aspect of the farm
unit - it will calculate the production profits on the basis of information
about the hardware base of farm unit.

In other words the application shall provide three main functionalities - gather-
ing and processing the input data, assessment of the environmental friendliness
of technology, evaluation of the economical factor [2].

2 The prototype of BIOPOWER application

During the pre-project analysis, it was decided that the BIOPOWER tool should
be implemented as a web application. It facilitates the application management,
in particular the introduction of changes and updates, as well as the process of
acquiring data from external sources. This data is stored on the server adminis-
trated by Service Provider which facilitates the aggregation of data and statis-
tics’ generation, etc. The web application is of a great convenience for end-users.
It gives them the ability to access information from any computer, requires no
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software installation and the user’s data is independent of the machine on which
the person logs in . The user registers on the site. After creating an account the
user must be logged in to access the more advanced functionalities. Registered
users can proceed to fill in the data regarding the farm characteristics. Then,
on this basis, the user creates a list of farming activities. The next step is to
create a technology chart - defined by linking the list of activities with a list
of fields on which those activities will be performed. The technology cards are
essentials for cost calculations.

3 Architecture of the application

Due to the research project characterization, thus relatively long time frames
and unstable user needs the authors decided to use the spiral software develop-
ment model [5]. The Figure 1 presents the main spiral model approach:

Figure 1: Spiral model
source: http://en.wikipedia.org/wiki/File:Spiral model (Boehm, 1988).png

Thus, in the first step the initial prototype has been build. Current pro-
totype is focused on the first functionality, thus on gathering and processing
the input data. The range of functionalities include user authentication and
authorization mechanisms based on the RBAC principle, gathering and stor-
ing information from the user (incl. data regarding homestead, machines and
plants), development and fulfillment of process sheet and estimation of unit
costs. This version has been released and a feedback from potential end-users
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has been collected. Also white-box and black-box tests have been executed;
these activities were performed by independent entities, thus not engaged in
the application development process. This ensured objectiveness of the devel-
opers’ point of view, thus different comments and remarks were documented.
After merging with developer’s remarks a comprehensive feedback (to be used
when designing and developing the next prototype version) was gathered. The
version BIOPOWER prototype v.2.0 under development at present is based on
the ASP.NET MVC 3 technology. The MVC DESIGN PATTERN ensure that
the model (data management), view (user interface) and controller (intermedi-
ate in communication between model and view; provides a set of function for
using models) are separated. In the BIOPOWER prototype, the models are
representing main user assets (i.e. homestead, plants, machines and animals),
views are web pages enabling user to execute operations on models. The logic
behind managing models is implemented in controllers. The MVC have been
used as application framework for the BIOPOWER prototype. The project has
been organized using aspect approach; thus each component (i.e. managing user
data, creating process sheet) is separated from the rest of application, so it has
an own set of models, views and controllers. The ORM (object - relational map-
ping) tool “Entity Framework” provided by Microsoft have been used to enable
the access to data. The object-relational mapping ensures the data compliance
between the application and database; the tables in database can be used as
classes with relative variables. In the BIOPOWER prototype, the user data is
stored in Oracle Database. The cooperation with Entity Framework is provided
by Oracle connector.

4 Conclusions

While elaborating application prototypes (currently 2.0 version), it was essential
to harmonize the approaches to a single and coherent concept. Development of
the project specification requirements included such items as: the use-cases
diagram, and nonfunctional requirements and database schema. The choice of
three-layer architecture allows easy modification of the application at any level
of its development by exchanging its individual components. The conception of
the system will contribute to a reliable estimation of profits from energy plants
cultivation.
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Buffer Management in Car Sequencing Problem

Grzegorz Pawlak, ∗Wojciech Wojciechowicz †

1 Introduction

In this paper we evaluate the sequence quality issue in the car sequencing prob-
lem [1]. This work was inspired by the encountered in the real production lines
where the process stability (thus sequence quality) is a key issue for applying the
JIS (Just In Sequence) policy. Thanks to using JIS, it is possible to reduce the
inventories level(thus amount of resources frozen in factory) and still to satisfy
customer demand [2]. In the article, the model of the production area (based
on the actual car factory layout) was proposed. The sequence quality coeffi-
cient (PKG) was applied as a goal function to estimate the lines and buffers
behavior in the production process. As a result, the production process was
described, the above problem was formalized and the solutions improving the
process stability were proposed.

2 Formal definition

In the considered system, there are two assembly lines (Line1 and Line2) in
parallel. On the first one only car sides are produced, while floors are on the
second one. Both lines are independent; i.e. the cycle times can varies, each
line can be stopped in any point of time. The Buffer1 and Buffer2 have
sizes b1 and b2 respectively. Both buffers are FIFO type, thus no resequencing
is possible there.
The quality control is deterministic, thus at the beginning of planning horizon
the cars to be controlled are specified. For selected vehicle the quality control
is conducted on both lines; thus both sides and floor are controlled. Two types
of quality control can be distinguished - a long quality control (during which a
part is taken from a line for exactly qcl−l time units) and a short one (when a
part is taken from a line for exactly qcl−s time units).
The car bodies from Line1 and Line2 are being stored in Buffer3. After
coupling (since only coupled cars are allowed to) a car can leave the Buffer3.
This process requires presence of both sides and floor for particular vehicle in
Buffer3 at once. Since there are freely access to each part in Buffer3, there
are no further restrictions (except on stated above) on leaving parts from the
Buffer3. The figure 1 presents the considered system.
Let’s denote:
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Figure 1: System model

• X - decision space (including all decision in the considered system),

• Y - evaluation space,

• f : X → Y - objective function,

• Ω - set of feasible solutions,

• K - set of feasible solutions grades,

where:

• K = y∈Y : y = f(x), x∈Ω,

• D - dominance relation (D ⊂Y × Y ),

• K∗ - set of the best (according to the dominance relation) grades (D(K∗ ∈
K)),

• Ω∗ set of optimal solutions, (Ω∗ = x∈Ω : f(x)∈K∗),

Let’s introduce an ordered sixth describing a car si = (hi, ji, ki, qcli, qcsi, mi),
where:

• hi - part i− th position in a input sequence, thus at I,

• ji - part i − th position at a sequence in Buffer1 and Buffer2, thus
after the quality control,

• ki - part i− th position at a output sequence, thus at O,

• qcli - indication, if the part i is selected for the long quality

control, where:

qcli =
{

1 − if si ∈ Qcl,
0 − otherwise.

(1)

• qcsi - indication, if the part i is selected for the short quality control,
where:

qcsi =
{

1 − if si ∈ Qcs,
0 − otherwise.

(2)

• m - the type of car (in case the mixed model constraints are present).

Let’s focus on the Buffer3, since all crucial decisions in the system (includ-
ing re-sequencing, Line1 stoppage, Line2 stoppage) are to be made on a basis
of information from Buffer3.

Let’s consider a matrix C = (cji)m×n, where:
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• m - a space at Buffer3,

• n - a part to be assembly,

• xji - possibility to use the space j at the Buffer3 for the car i,

• cji - the cost of using the space j at the Buffer3 for the car i.

According to our optimization criteria, let’s define the cost as:

cji =
{

1 − if the part i is late,
0 − if the part i is not late,

(3)

Let’s assume, that n <= m and determine a matrix:

x∗ = (x∗ji) m×n, x∗ji∈Ω, (4)

where:

f(x∗) =
m∑

i=1

n∑

j=1

cjix
∗
ji = min

x∈Ω

m∑

i=1

n∑

j=1

cjixji (5)

thus

Ω =





m∑
i=1

xji = 1, j = 1, ..., n

n∑
j=1

xji <= 1, i = 1, ...,m
(6)

where:

xji =
{

1 − if the car body si is assigned to the b3j place at buffer3,
0 − if the car body si is not assigned to the b3j place at buffer3,

(7)
Due to constraint 7 each part is assigned to unique space at Buffer3, and

each space at Buffer3 is used at most once.
The constraint 8 ensures that parts are not moved further than it is possible

with given buffer size.

∀i ki − ji <= b3 − 1 (8)

The system can be described using following formulas. The i-th car acceler-
ation (namely ai−ql) caused by long quality control performed on other cars is
determined by the equation:

ai−ql =
qcl−l+ji∑

x=ji

si∀si ∈ Qcl (9)

similar rule can be formulated for the short quality control; let’s denote the
offset caused by short quality control by ai−qs

ai−qs =
qcl−l+ji∑

x=ji

si∀si ∈ Qcs (10)
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A car, by being controlled, can also be delayed; thus we determine the delay
di−ql caused by the long quality control for the i-th car:

di−ql = qcl∀i ∈ Qcl (11)

similar rule can be formulated for the short quality control; the delay di−qs

caused by the short quality control for the i− th car:

di−qs = qcs∀i ∈ Qcs (12)

thus the car si position after the quality control is:

hi = ji − ai−qs − ai−ql + di−qs − di−ql (13)

as a result, the sequence after quality control displacement can be determined
using an equation:

ji = hi − qcl ∗ qcli − qcs ∗ qcsi +
i+qcl∑

z=i+1

qclz +
i+qcs∑

u=i+1

qcsu (14)

3 Sequence quality measurement

In hereby article, the sequence quality will be measured using the PKG (ger.
Perlenkettegte) rate. This factor is defined as:

PKG =
card(P )− card(Pl)− card(Po)

card(P )
· 100% (15)

where

• P is a set of car bodies in the considered window,

• Pl is a set of late car bodies in the considered window (inc. car bodies,
which originally were outside the window but due to the delay are inside
the consider window),

• Po is a set of car bodies, which steps over the considered window,

The PKG rate can have values from −100 (when each body car steps out of the
window, and their places have been taken by late car bodies from the previous
window) up to 100 when no car body is late.
The reason for choosing such measure is the fact that PKG is currently used by
the car manufacturers. That is why we decided to take it into consideration in
this paper.

In order to compute the PKG factor, we need to determine two following
sets:

• Pl,

• Po,
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The set P is given on input.
Thus

Pl = {Si|ki < hi and hi ∈ P}, (16)

and

Po = {Si|ki < hi and hi > max P}, (17)

Since the re-sequencing can be performed at Buffer3, this activity shall
be taken into account to compute the PKG between the planned and realised
sequence. For that reason, let’s denote as Pr the set of cars, which position can
be restored in the Buffer3.

Thus

Pr = {Si|Si ∈ Pl ∪ Si ∈ Po and b3 > ji − hi} (18)

As the result, the PKG (incl. re-sequencing at Buffer3) can be computed
using the equation:

PKG =
card(P )− card(Pl)− card(Po)− card(Pr)

card(P )
· 100% (19)

4 Quality control

In the considered system, there are two quality control stations, namely qc1 and
qc2. On each station, two types of quality controls can be performed - long
quality control, during which a part is comprehensively examined; and short
quality control when only selected tests are performed. The quality control is
deterministic, thus at the beginning of planning horizon, the sets of cars for
testing are determined. The time needed for performing quality controls is also
given in advance.

The interferences caused by quality control, resulting in sequence quality
degradation can be repaired in the Buffer3, since any body/floor pair can be
released on the Line3 from the Buffer3.

Let’s assume that the full quality control, needs more than TU in comparison
with the short quality control time. Then for the reconstruction of the schedule,
it is sufficient that

b3 > qcl−l. (20)

Let’s consider an example. The initial sequence is

1 2 3 4 5
the item 4 is to be shortly controlled, and 5 is to be fully controlled. The
qcl−s = 2
and
qcl−l = 3

Thus, the long quality control will firstly take place, and will delay the part
5 by a 3 time units; the sequence will be changed to:

1 5 2 3 4
as a result, the PKG factor will be diminished to the value of 80.
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Afterwards the short quality control will occur. Thus, by delaying the part
4 by a 2 time units the sequence will be changed to:

1 5 4 2 3

and the PKG factor will be further degradated to the value of 60. Let’s focus
on particular parts:

• part #1 - neither delayed nor accelerated,

• part #5 - delayed by 3 time slots,

• part #4 - delayed by 1 time slot,

• part #2 - accelerated by 2 time slots,

• part #3 - accelerated by 2 time slots.

Since a re-sequencing can be performed only in the Buffer3, we shall focus on
this module. As there is freely access to any part, any car for which both upper
body and chassis that exist in the Buffer3 can be assembled, thus directed to
the output. So, for the example considered above, let’s use the b3 = 4. Thus, we
are able to fit at once each item with changed position by the quality control,
as presented in the figure below.

5 4 2 3

The part #1 is not needed on the Buffer3 at this point, since it’s position is
not changed. As a result, the part #5 can be directed to the output; thus the
Buffer3 will contain

1 4 2 3

Afterward, the parts #4, #3, #2 and #1 can be directed to the output; as
a result the sequence

1 2 3 4 5

is reconstructed. Since no part is delayed, the PKG = 100. It is worth to
note, that if size of Buffer3 is not larger than the smallest delay caused by the
quality control, the PKG ratio can not be increased. In that case, we can not
move the part to its initial position; we can decrease the delay, but not eliminate
it completely. Since in the PKG factor we consider the delay as a binary value
(part can be delayed or not), it does not matter how big the delay is.

5 Conclusion

In this work the sequence quality problem in the CSP was evaluated. Based
on the industrial factory layout, the simplified model was proposed and the
problem formalized. As a result, solutions to maximize the sequence quality co-
efficient factor were proposed. This work pointed out also several directions for
further research, including developing more complex system (including several
production lines) and proposing new sequence quality coefficient.
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1 Problem definition

We study an optimization aspect of Internet shopping with price sensitive discounts from
customer perspective (which is a specific case of the Internet Shopping Optimization Prob-
lem [1, 5]). Specifically, we consider a problem in which a customer would like to buy products
of a given set N = {1, . . . , n} in a given set of Internet shops M = {1, . . . ,m} at the minimum
total final price. There are the following given parameters and decision variables:

di - delivery price of all products from shop i to the customer;

pij - standard price of product j in shop i, pij = pj if standard prices of product j are
the same in all shops;

Ni - subset of products of the set N in shop i (eligible products for shop i), Ni ⊆ N ;

Mj - subset of shops in which product j can be bought (eligible shops for product j),
Mj ⊆M ;

Si - subset of products selected by the customer in shop i (basket of shop i, decision
variable), N = ∪m

i=1Si and Si ∩ Sj = φ, i 6= j, for a feasible solution;

Ti(Si) = di +
∑

j∈Si
pij - total delivery and standard price in shop i for a given set of

products Si ⊆ Ni; if there is no ambiguity, notation Si in Ti(Si) can be omitted;

fi(T ) - discounting function for final price, a concave increasing differentiable or concave
piecewise linear function of total delivery and standard price T in shop i at all points
T > 0, fi(0) = 0.

We denote the above problem as ISD, where the abbreviation stands for Internet Shopping
with Discounts. Its mathematical program can be written as follows:

min
m∑

i=1

fi(diyi +
∑

j∈Ni

pijxij), (1)

s.t.
∑

i∈Mj

xij = 1, j = 1, . . . , n, (2)

0 ≤ xij ≤ yi, i = 1, . . . ,m, j = 1, . . . , n, (3)
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xij ∈ {0, 1}, yi ∈ {0, 1}, i = 1, . . . ,m, j = 1, . . . , n. (4)

It is worth notice that no discounts version of the ISOP problem with flat shipping rates can
be reduced to the well known Facility Location Problem (FLP). Discussions of FLPs
can be found in [3].

2 Greedy algorithm

We developed and experimentally tested a simple greedy algorithm for problem ISD. Algo-
rithm was based on the one proposed in [5]. In this algorithm, denoted as G, products are
considered in a certain order. The algorithm is run for various product orders and the best
solution found is presented to the customer. Let the products be ordered 1, . . . , n. Values of
total delivery and standard price for all shops are initially set as Ti = di, i = 1, . . . ,m. In
iteration j of algorithm G, product j is selected in its eligible shop i ∈ Mj with minimum
value fi(Ti + pij), and the corresponding Ti-value is re-set: Ti := Ti + pij.

We performed computer experiments, in which solutions obtained by algorithm G were
compared against optimal solutions and those provided by algorithm of Price Comparison
Sites for the examples of problem ISD, which are prepared on the basis of data from the
online book industry reported in Clay et al. [2]. In these examples, m ∈ {10, 15, 20, 25, 30},
n ∈ {2, 3, 4, 5}. For our research we assume that we prepare simple discounting function with
two thresholds,

fi(di + P ) =
{
di + P, if 0 < P ≤ 50,
di + 50 + 0.95(P − 50), if P > 50,

(5)

where P is the total standard price of books selected in bookstore i. It is assumed that each
bookstore has all the required books. For each pair (n,m), 10 instances were generated. In
each instance, the following values were randomly generated for all i and j in the corresponding
ranges. Delivery price: di ∈ {5, 10, 15, 20, 25, 30}, publisher’s recommended price of book
j: rj ∈ {5, 10, 15, 20, 25}, and price of book j in bookstore i: pij ∈ [aij, bij], where aij ≥
0.69rj, bij ≤ 1.47rj, and the structure of intervals [aij, bij] follow information in Table V in
Clay et al. [2]. For each instance, algorithm G was run two times - for a sequence of books in
the non-decreasing order of the recommended price and for the reverse sequence. In the worst
case, solution found by algorithm G was 4.1% more expensive than the optimal solution, it
was 36.1% cheaper than solutions provided by Price Comparison Sites without taking delivery
prices into account. The average values of the above mentioned deviations are 2.3%, 45.9%
respectively.

New algorithm with forecasting G2 is under development. Changes we made will prevent
to provide bad solutions for specific data (even if it is unrealistic) - it also should improve
overall performance and provide even better solutions. One of the key aspects is to run a test
considering real word data. The efficiency of the new algorithm will be compared with other
approaches. Problem size (number of stores, number of shops) will be greatly increased. The
performance of the greedy algorithms with respect to optimal and the other heuristic solutions
(like Price Comparison Sites) will be re-analyzed and re-computed for the new version (much
more complicated) of the problem ISOP.
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Abstract—The order completion and delivery problem is a common problem e.g. for small companies which 

resells products bought from producers. Such companies try to minimize both the cost of purchasing products and 
the cost of transportation. We present the formal mathematical model of the problem and the lower bound for the 
criterion value. We propose specialized list heuristic methods and the genetic algorithm solving the case, which is 
NP-hard. The efficiency of implemented methods was checked in extensive computational experiments. The 
proposed algorithms have been integrated with the software system designed with a view of supporting charity 
organizations.  
 
Index Terms—Computer applications, Genetic algorithms, Scheduling 
 

INTRODUCTION 
Scheduling theory [1]−[3] is strictly associated with practice. Real world problems are good inspiration for research 
which brings new scheduling models. We investigate the problem of satisfying the demand for a set of products. Products 
needed by a customer are offered in different prices by a few shops or wholesalers located in different distances from the 
customer. Small companies tend to pick up ordered products using their own means of transportation. To supply the 
company, one has to select depots at which products should be bought (order completion) and then to construct the route 
for a vehicle collecting ordered goods (order delivery).     

The problem under consideration apparently consists of two optimization subproblems: selecting depots providing 
required products at the lowest prices and determining the shortest route (namely Hamiltonian cycle) for the selected 
depots. The first subproblem is computationally easy, while the latter one is intractable, but obviously they cannot be 
solved separately. Since we can easily obtain population of solutions, evolutionary algorithms [4] are a natural choice for 
further optimization of initial solutions. In the paper, we propose genetic algorithm [5], [6] based on the list heuristic for 
selecting depots and the minimum spanning tree heuristic for constructing a route for a vehicle. The metaheuristic 
approach was tested in the extensive computational experiments, performed for instances reflecting the real world 
conditions. The efficiency of the proposed genetic algorithm  was validated in terms of the improvement of the criterion 
value in comparison to initial solutions, as well as in terms of the distance to the lower bound proposed within the paper.  

PROBLEM FORMULATION 
To define the problem under consideration in the more formal way, we use the following parameters: 

m  -  the number of required products (types of products), 
dj  - the demand for product j, i.e. the number of units of product j required by the customer (j = 1..m), 
n  -  the number of depots offering products, 
cij  - the cost of one unit of product j offered by depot i (i = 1..n, j = 1..m), 
aij  - the availability of product j at depot i (i = 1..n, j = 1..m), 
tir  - the distance between depot i and r (i = 1..n, r = 1..n); (t0i and ti0 denote the distance from the customer to depot i 

and from depot i to the customer respectively), 
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T  - the unit transportation cost.  
To find a solution of the problem, we use two types of decision variables. They correspond to the subproblems of: 

completing order from products offered by depots and constructing a route between depots: 
xij  - the non-negative integer variable representing the number of units of product j delivered to the customer from depot 

i (i = 1..n, j = 1..m), 
yik  - the binary variable, which takes value 1 if depot i is at position k in the route (i = 1..n, k = 1..n+1) and 0 otherwise 

(yi,n+1 = 0,  for i = 1..n). 
Based on the provided notation, the case under consideration can be formulated as the following integer linear 

programming problem: 
 
Minimize 
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yik ∈ {0,1}, i = 1..n, k = 1..n+1. (9) 
 
Constraints (2) ensure that the customer’s demand is satisfied. Formulas (3) guarantee that the number of product units 

taken from the depot does not exceed the availability of this product at the location, while constraints (4) ensure that this 
number is a non-negative integer. According to formulas (5), the position in the route is assigned only to those depots 
which deliver any product to the customer. Constraints (6) and (7) ensure that each depot can be assigned to at most one 
position in the route and each position is occupied by at most one depot. Thanks to formulas (8) the numbers of positions 
given to depots form continuous sequence. Constraints (9) ensures that the decision variables are binary ones.  

Constraints (2)-(4) model the problem of selecting depots delivering products to the customer at the minimal cost, while 
constraints (5)-(9) model the problem of constructing the shortest tour containing all selected depots exactly once, i.e. the 
subproblem equivalent to the travelling salesman problem.  

The criterion function (1) describing the quality of a solution consists of two components. The first one (1a) 
corresponds to the total cost of products delivered from particular depots. The latter one (1b-d) shows the transportation 
cost expressed as the total distance multiplied by the unit transportation cost. The total distance is determined as the sum 
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of the distance from the customer to the first depot in a sequence (1b), the length of the sequence of depots (1c) and the 
distance from the last depot in the route to the customer (1d). 

As we have mentioned the investigated problem of buying and delivering products at the lowest cost consists of two 
subproblems. The subproblem concerning selecting depots which satisfies the customer’s demand at the lowest cost, 
concerned separately, is computationally easy. It can be solved by the greedy algorithm in O(mnlogn) time. On the 
contrary, the subproblem of determining the route for a vehicle, which collects ordered products, is obviously 
computationally hard. It is equivalent to Travelling Salesman Problem (TSP) [7], which is strongly NP-hard. 
Consequently, the problem under consideration is also strongly NP-hard, since if particular products demanded by the 
customer are available at only one depot (there is no choice for selecting depots), the problem reduces to TSP 
(constructing the shortest cycle of depots). It is worth to be mentioned, that the set of depots optimal from the point of 
view of the total products’ cost, may form a very long route causing high transportation costs. On the other hand, closely 
located depots may offer products at very high prices.  

HEURISTIC ALGORITHMS 
To provide not only random solutions to initiate a genetic algorithm two heuristics were developed. Both of them 

consist of two phases: selecting depots and constructing a route. The second stage is the same in both approaches.  

Selecting Depots 
The first heuristic (greedy heuristic) developed for depots selection is an optimal algorithm for determining a set of 

depots satisfying the customer’s demand at the lowest products cost (taking into account no transportation cost). As an 
input, the algorithm uses the list of depots associated with each product. Depots are ordered ascending by prices of this 
product. A final solution is created by taking product units from depots one by one, until the total demand is satisfied. 

The second heuristic (priority heuristic) is based on depot priorities. Contrary to the first approach, depots are ordered 
by the weighted sum of priorities. These priorities are determined with regard to a few factors, not only with regard to the 
product price. Each priority is calculated in following way: depots are ordered from the worst to the best according to a 
certain priority. The priority value is calculated as a position in this order divided by the number of depots. The most 
desired depot has the priority value equal to 1, the worst one – 0. The final evaluation of the depot is based on the 
weighted sum of particular priorities. 

The proposed algorithm takes into consideration the following three priorities: 
 the distance from the customer, 
 the prices of demanded products present in a certain depot, 
 the prices of all demanded products assuming that products not present in a depot are treated as they were the 

most expensive ones. 
It is worth to mention that both algorithms allow to construct more than one solution of the problem. Once solution is 

found, algorithms proceed to create another solution built from depots that were not used in previous solutions.  

Constructing Tour for Selected  Depots 
Greedy and priority heuristics calculate only solutions of the subproblem of selecting depots which will provide 

products to the customer. When depots are selected, the shortest path necessary to visit all of them and come back to start 
point should be found. This path corresponds to the shortest Hamiltonian cycle that has to be constructed between all the 
selected depots and the customer location. The second subproblem is therefore TSP (Travelling Salesman Problem). TSP 
is obviously a strongly NP-hard problem. However in case of depots, which are connected with paths that satisfy the 
triangle inequality we deal with metric TSP (also known as Δ-TSP).  For such a special type of TSP a classical Minimum 
Spanning Tree Heuristic (MSTH) [7], [8] can be applied to construct a tour, i.e. to determine the order of the depots in the 
cycle. MSTH constructs the minimum spanning tree for the graph with usage of Kruskal Algorithm  in O(ñ2) time [9] 
(where ñ is the number of the depots selected in the first phase). Then  DFS (depth first search) on this tree is applied in 
O(ñ) time. The sequence obtained with DFS is transformed to Hamiltonian cycle also in O(ñ) time. MSTH is efficient – 
the length of the resulting tour is at most twice as long as the optimal tour [8]. 

The criterion value for the solution constructed by the two-phase method (greedy heuristic or priority heuristic with 
different weights settings for depots selection and with MSTH for the route calculation) provides an upper bound of the 
optimal criterion value (UB). The upper bound together with the lower bound, presented in the next section, can be used to 
estimate the efficiency of the genetic algorithm. 
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LOWER BOUND 
An optimal solution for the order completion and delivery problem cannot be constructed in polynomial time. To 

estimate the quality of heuristic solutions for large instances we propose the lower bound of the optimal criterion value 
(LB).  
As mentioned before, the optimal solution of the selecting depots subproblem may not be optimal for the complete 
problem due to long distances between selected depots. The greedy heuristic algorithm constructs a solution optimal only 
from the point of view of product’s costs. The quality of a complete solution obviously depends also on  distances 
between selected depots. Hence, the lower bound is equal to the sum of the optimal cost of products and the minimal 
possible distances between the customer location and one of selected depots (products have to be taken from at least one 
depot). The lower bound is defined by the following formula: 
 

{ } { }( ) TttSolutionLB iniiniisticGreedyHeur ⋅++=
== 0..10..1
minmin  

GENETIC ALGORITHM 
In the presented research a classical framework of the genetic algorithm [4]-[6], adjusted to the specificity of the 

problem under consideration, was used.  
 

Genetic Algorithm (GA) 
generate initial population P; 
evaluate population P; 
while (termination conditions not met) do 

select mating population M from P 
recombine M obtaining P’; 
mutate P’ obtaining new population P; 
evaluate population P;  

 
Usually an initial population is created from random solutions. Each of them is evaluated (according to the fitness 
function). Then a mating population is selected. A given number of solutions are picked to this population (the better 
solution the bigger probability that it will be chosen). The next step is recombination phase, in which two parent solutions 
are chosen from the mating population randomly and their offspring is added to a new population. Such an action, called 
crossover, is performed with a certain probability, which is a control parameter of a genetic algorithm. The recombination 
phase is over when a new population reaches its desired size. Then, the mutation operator is applied with a certain 
probability (another  control parameter of GA) on each solution from a new population. After all, a new generation of 
solutions is created. The algorithm stops when it meets one of the predefined termination conditions.  

Solution representation 
A solution is an ordered sequence of assignments of all units of demanded products to depots that will deliver them. The 

representation is optimized in such way, that it groups units of a certain product delivered by the same depot.  

Population 
An initial population is created from random solutions and solutions created by greedy and priority heuristic methods 

(with different settings of weights). 

Selection 
In the genetic algorithm three selection methods are used: 

 roulette selection – in which probability of choosing each solution is inversely proportional to its quality, 
 ranking selection – in which probability of choosing each solution is proportional to its position in quality 

descending order (it’s similar to roulette selection), 
 tournament selection – in which a number of solutions are randomly picked to form a group, then the best 

solution from the group is chosen to mating population. 

Recombination  
The following genetic operators are used in the recombination phase: 

 one-point crossover – a crossover point in a solution is chosen randomly (and hierarchically, i.e. firstly the 
product is chosen, secondly its certain unit among all demanded units is selected). A chosen crossover point 
splits each parental solution in two pieces. These cross-connected pieces form the offspring. 
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 two-point crossover – it’s very similar operator to  the one described above. It uses two crossover points and 
divides each parental solution into three pieces. Cross-connection of these pieces creates the offspring. 

Usage of any of presented crossover operators may lead to infeasible solutions. Such a situation occurs, when the 
demand for a product taken from a certain depot exceeds the number of product units that this depot can deliver. Such a 
solution is repaired by decreasing the amount of this product taken from the critical depot and increasing, if it’s possible, 
the amount of the considered product ordered from another depot included in the analyzed solution. If the demand is not 
satisfied, the missing part of the order is taken from one of the parental solutions. 

Mutation 
Mutation is implemented in a very simple way: k positions (where k is a control parameter) are randomly removed from 

a solution and replaced with random data, ensuring that a mutated solution is feasible. 

Evaluation 
Fitness function evaluating solutions is defined as the cost of all the products and the transportation cost, which is 

determined by MSTH. 

Termination Conditions 
The algorithm is stopped, if one of the following termination conditions is met: 

 the maximum number of generations occurs, 
 the maximum number of generations without improvement occurs, 
 the satisfying initial solution to actual solution quality ratio is reached. 

COMPUTATIONAL EXPERIMENTS 
In purpose of validating the efficiency of the genetic algorithm and heuristic methods proposed for the order completion 

and delivery problem a number of computational experiments were performed.  

Data Set 
Input data for experiments was generated randomly, however, in such a manner that it corresponds to reality. Instances 

used for tests had the following features: 
 48 Polish major cities were used as depots locations, 
 distances between cities were equal to road distances taken from Bing Maps [10], 
 the customer location was placed in Poznań, 
 the number of different product types in orders was a parameter ranging from 5 to 200, 
 the transport cost was equal to 1 PLN (to the rounded official price for one kilometer, set by the Polish 

Government in 2007 to 0,8358 PLN), 
 each product type had a base price taken with uniform distribution from 10 to 100 PLN, 
 in each depot, the cost of a product was determined as the modified base price, changed by factor taken with 

normal distribution from -50% to +50%, 
 the number of units of each product type in orders was picked with uniform distribution from 1 to 10. 

To determine contents of depots, the number of demanded product units were distributed among depots with following 
three strategies: 

 round robin – products from orders were placed in depots unit by unit, 
 clone – each depot had all the products from orders in its offer, 
 even – one unit of a certain product type was added to each depot at once (i.e. 48 units in 48 depots at once) 

until demand for this product was satisfied. 

For even and round robin strategies reference values were defined to evaluate the quality of heuristic solutions. A 
reference value is similar to the lower bound, however, contrary to the lower bound, it is valid only for a certain type of 
instances;  it is not an instance independent lower bound. Reference values are presented below, where k is the maximum 
number of needed units of any product type, ñ is the number of depots in a solution, t[x] is the x-th distance in the sequence 
of distances ordered in ascending manner, l is the sum of numbers of units of all products.  
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The reference value for even strategy of generating instances is calculated for k such that k ≤ ñ. It’s based on the fact that 
to collect all needed units of products the customer has to visit k depots offering the maximum number of needed items. 
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The reference value for round robin strategy of generating instances is based on the fact that the customer has to visit all 
the depots which offer at least one unit of all demanded products. 
For clone strategy the reference value is defined as the  lower bound: RVC = LB. 

Genetic Algorithm Control Parameters 

Before the main phase of computational experiments, the genetic algorithm was tuned: its efficiency was tested for a 
number of parameters settings. The highest efficiency was achieved for the following configuration of control parameters: 

 population size: 100, 
 mutation probability: 0.15, 
 crossover probability: 0.30, 
 maximum number of iterations: 500, 
 maximum number of iterations with no improvement: 100, 
 selection method: tournament with group size ranging from 10 to 30, 
 number of genes to replace in mutation: 1. 

Results of Computational Experiments 
Before presenting more detailed results for particular types of instances (corresponding to particular strategies of 

distributing products among depots), we show the ratio between the transport cost and the overall solution cost for these 
three types of input instances. The performance of algorithms solving the problem is obviously related to this ratio. 

 
 

 
Transport cost to overall cost ratio 

 
 
The performance of all implemented algorithms are analyzed separately for particular strategies of distributing products 

among depots in input instances. The efficiency of  algorithms is expressed with regard to the reference values (it shows 
how many times the criterion value for heuristic solution is worse than the reference value). 
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Results for clone strategy 

 
Results for even strategy 

 
Results for round robin strategy 

 
To evaluate time efficiency of the genetic algorithm, for each type of input instances an average CPU time per GA 

generation was measured. 
 

ICOLE 2011

Machine Learning Reports 57



 

 
Time per generation in genetic algorithm 

 

CONCLUSIONS 
The problem of order completion and delivery can be met in many small companies. It also appears to be an interesting 

combinatorial case. 
The results of experiments proved the efficiency or heuristic and metaheuristic algorithms proposed in this paper. The 

genetic algorithm generated solutions of the highest quality for all types of input instances, however in some cases the 
difference between GA and priority heuristic was marginal. Worth to mention is fact, that in such cases the criterion value 
for GA solution was at most few dozen percent worse than the reference value (which is probably smaller and certainly 
not worse than the optimal criterion value). For all types of instances the efficiency of the algorithms is connected with the 
number of ordered products (the bigger number of products the better ratio to the lower bound). It is caused by the fact, 
that the transport cost is only a small fraction of the overall cost in such solutions, so the computationally harder part of 
the problem (connected with calculation of TSP route) has less influence on the overall cost. 

Computational results disclosed two facts especially worth explanation. First one is the growth of the transport cost to 
the overall solution cost ratio for clone strategy for input instances with the number of products bigger than 125. This 
phenomena is probably connected with the higher probability of existence of the depot that is located far from the 
customer, but offering products at very small prices (for this strategy, all the depots offer all the products, but in different 
prices). In such case it may be profitable to take all the products from one depot, even when it is located far from the 
customer. Second fact is the difference among algorithms efficiencies for round robin strategy. It is caused by the 
influence of the depots order given as input for MSTH. For each algorithm depots are ordered in different manner and 
therefore also the order of visiting the depots, (which is a result of the depth first search in MSTH) may vary, causing 
differences in the solutions quality. 

The genetic algorithm presented in this paper is a part of software system, which may serve charitable organizations via 
Internet. The system allows registered users to exchange information on demanded products and offered goods. It is able 
to suggest efficient solutions to carry out a set of orders, based on solutions provided by the algorithms described within 
this work. 
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1. Introduction 

 

In the contemporary world every container, box, every product should be identified. For 

many years the bar codes have been used to label different kinds of items. They can be seen in 

shops on food or toys, in shipyards on containers, nearly on every product which appears in 

human hands. Bar codes are commonly used, but they don’t give to many pieces of information, 

they are only numbers which identify products. In XXI century that is not enough. People want 

to know from which country package is from, which company sent it and what was the path the 

package traveled. Customers choosing food want to know, for example, on which field e.g. 

carrots were grown, which fertilizers were used for them, etc. These pieces of information are 

only tiny parts of knowledge people want to know about products they are buying or processing. 

Bar code is not enough to provide it. The contemporary world needs a new method of items 

identification - it needs RFID. 

 

2. RFID - What is it? 

 

RFID is a radio frequency identification technology [D03] consisting of a reader (also known 

as an interrogator) and a tag (or a transponder), which is a chip connected to an antenna. When 

a tag passes through a field covered by a reader, it transmits information stored in it.  

Tags, which may be attached to different kinds of objects, can be either passive or active. 

Passive tag cannot send any information by itself. It only sends information when, for example, 

it reaches the gate with the reader. Therefore passive tags are cheaper. In 2011 the average 

price of a passive tag does not exceed $0.05. They have simple construction and, particularly, 

they do not contain any battery. But they need certain (usually expensive) infrastructure 

consisting of readers - gates. Active tags have more advanced structure (therefore they are 

larger). They can be programmed when to send information and what type of information it 

should be, e.g. about a country from which the package with a tag came, about a serial number 

of the container on which a tag is on, about the whole road a tag traveled. The range of an 

active tag is larger than the passive one, so the infrastructure may be less dense. Active tag 

contains a battery thanks to which the information from it can be sent any time. For example, 

a user sitting with a computer can check where some containers with active RFID tags are 

located. Active tags are more expensive but they can be read without static gates (readers). For 

this kind of RFID, commonly used Wi-Fi networks are fully sufficient. The rough idea of passive 

and active RFID system is showed in Figure 1 and in Figure 2 respectively. [DP10] 
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Figure 1 Passive RFID 

  

 

Figure 2 Active RFID 

 

Besides passive and active RFID, a third type of tags, called semi-passive tags, are also 

available. From one hand they contain a battery that provides energy to the chip (as in active 

RFID), but on the other hand the reader field is still necessary for the transmission from a tag to 

a reader (as in passive RFID). Active and semi-passive tags are used to track high-value items 

which have to be scanned over longer distances. [D08] 

 As it has been mentioned, RFID is a successor of a bar code. Bar codes work well, but RFID 

has two main advantages: 

a) RFID emits a unique identifier for each item, distinguishing it from other identical items, 

b) RFID is readable without precise positioning and line-of-sight contact. 

 

3. Possible Applications of RFID  

 

Thinking about RFID, about the technology and its usage, most probably one brings in her/his 

mind: big shipyards coping with containers equipped with tags, corporations labeling their 

products with RFID or rent-a-car firms tracking their cars. That’s all true, but RFID is used by 

many more business branches of different kinds than mentioned ones. 

 

Military applications 

 

Like almost every technology, also RFID owes much to army and military. In USA, the military 

services and the Defense Logistics Agency (DLA) have invested millions in radio-frequency 

identification tags and their infrastructure [KR11]. The Department of Defense of U.S. Army 

electronic magnetic field 

+ request for information 
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mainly invested in in-transit visibility information system. The knowledge gathered by RFID 

system is used to make decisions whether to order more goods and where these goods should 

be delivered.  Actually, RFID is used to monitor whole supply chain: to optimize supply process, 

inventory management and transportation in every piece of the world where the U.S. Army is 

present. More than 3 million active RFID tags are in circulation today in this military distribution 

system, with approximately 3100 tag-reader devices distributed in Kuwait, Iraq, Pakistan and 

Afghanistan [KR11]. 

As it was said before, the cost of a basic passive tag is about $0.05, but army uses more 

complicated tags. First of all they have to be more durable, for example more weather resistant: 

to rain at the raining season or sand in the deserts. Cost of these types of tags is about $60 per 

piece, so they are 1200% more expensive then the basic model. Additionally, the price of RFID 

infrastructure is also higher - interrogator equipment can cost between $2000 and $20000 per 

site.  

RFID technology is used by different forces of U.S. Army. For example, the U.S. Navy, in 

partnership with DLA, is taking advantage of its RFID investments to improve business processes 

in Hawaii [KR11]. Navy organizations placed RFID readers at receiving points and warehouse 

doors throughout their supply chain in Hawaii, and they established interfaces with distribution 

systems. In addition to using the RFID-to-Automatic Information System (AIS) interface to 

automate their business processes, the Navy made each tag-read transaction visible to its 

collaborators. Because they are satisfied with the progress of these improvements to shore-

based operations, Navy ordnance and supply experts are seeking approval to establish RFID 

capability on vessels to support their onboard supply processes.  

The Air Force is using RFID technology not only to improve its business processes, but also to 

control the inventory management of sensitive items such as nuclear weapons-related material 

[KR11]. Air Force inventory experts are using the passive RFID technology to optimize the time 

and effort invested in an individual item management process. In addition to two-person 

identification and documentation on each item, the Air Force uses passive RFID to control 

nuclear weapons-related items. Tags are also used to identify when these items are moved from 

one area to another inside a facility, between separate facilities, or between installations. 

The system provides an alert when items are not detected by a receiving installation before the 

expected delivery date. 

The Marine Corps has equipped each of its main operating bases with the capability to read 

passive RFID located on items shipped from DLA. The information is used to document delivery 

process. Once distribution managers complete the integration with their information systems, 

the Marine Corps expects to reduce errors in supply system and increase its efficiency by 

automating processes that are currently being completed by hand [KR11]. 

 

Pay Pass. RFID = end of paper money?  

 

According to Jeremy N. Smith, in 2005, for the first time, purchases done by credit cards 

exceeded those made by cash [Ch10]. Cards with RFID chips are more and more popular today. 

Almost every bank has them in its offer. Couples of banks give even no choice to their customers 

– the only choice is a pay-pass card. But this is only the beginning, in the near future, all credit 

cards will be gone and all the payment will be executed with mobile phones equipped with 

a special chip - RFID of course. This chip will be a pay-pass card. To pay a bill with a pay-pass 
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card, for example, for gasoline, a customer has only to pass near the reader with her/his card 

(phone) in a pocket. In the future, perhaps one will only fuel up a car and just drive away. The 

reader will be installed near a car and will send the information about a customer and her/his 

bill to the bank when she/he finishes refueling, the bank will do the rest. This situation is not so 

far away from the present day, this is possible even today. Current RFID technology can be 

embedded in any device larger than a pea. Modern cards or phones can send user information 

to properly equipped kiosks, such as vending machines, subway turnstiles, or store checkout 

lines. They complete transactions with no contact necessary and with higher security than more 

easily replicated magnetic strip credit cards. Last year, over 25 million consumers used chip-

embedded credit cards to make contactless payments. By 2013, according to Javelin 

Strategy & Research [Ch10], the number of users of such cards will likely exceed 57 million; they 

will pay their bills in fast-food restaurants, sports and concert stadium concessionaires, 

convenience stores, and gas stations. [J10] 

Nokia, as the first company, has placed contactless payment technology into its C7 handset 

at October 2010. For some time company has not informed about RFID chip in this phone. The 

existence of the chip in the phone was not mentioned anywhere: neither on the package nor in 

advertisements. The 'near field communication' (NFC) chip had not been activated till 2011. Now 

it works and customers can pay with their modern Nokia phones. Future has arrived! Analytics 

suspect that at year 2014, 13% of cell phones will be equipped with NFC. [J10] 

Another advantage by having RFID inside a mobile phone is possibility of using vouchers. 

Vouchers can be sent directly to a phone within seconds. Thanks RFID loyalty accounts and 

receipts for purchases will be more personalized. Buying a ticket will be unnoticed by customers: 

people will just pass the gate, and the system will take money directly from their accounts. 

Hotels will be able to send 'keys' to guests' handsets to open their doors with. People will be 

able to open their own front doors at home with handsets. In some far-flung future one will 

have no use for a wallet, for keys or even for cash. NFC may be the beginning of the end of cash. 

[OSK05] 

 

Medicine 

 

The unexpectedly vivid application field for RFID is medicine. Actually, surprisingly many 

branches of medicine use RFID technology. For example, RFID tags are applied in monitoring the 

healing process of bones fractures instead of X-Rays and CT scans [GMR09]. As it is known, 

booth X-Rays and CT scans emit radiation which is not good for human health. In contrary, 

according to researchers, the RFID system is highly sensitive and radiation free. It is based on 

implants with RFID. This system consists of a transponder module on the implant and an 

external wireless reader. The passive transponder, which is used, contains no power source, so it 

can withstand high temperatures such as those used in sterilization [ChOCh10].  

 RFID appears also in operating theaters, making surgeries safer. Tags are located on surgical 

instruments and other items in order to control their number. RFID detection devices allowed 

decreasing the probability of leaving sponges or other object, such as surgical instruments, in 

the patient body from one in 1000 operations to one in 18000. [D08] 
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Libraries 

 

 Libraries are another large application field for RFID technology. Every book can be tagged by 

RFID, thanks to which each book can be easily found in the library. Moreover, tags can store all 

necessary information about books. In the near future, in the library there will be no need to fill 

any document by users or passing every book by the barcode reader. Someone who wants to 

borrow a book will just take it and live the library without any formalities. 

In United Kingdom there already exists the ISO data tag standard, which gives RFID an 

opportunity to be present in all British libraries. It will enable borrowing a book in one place and 

return it in another, because the ISO standard governs how RFID tags store information. The 

ability for all compliant tags to be read in the same way will support the interoperability of 

disparate self-service solutions. [B06] 

 

Other application fields 

 

The examples presented before do not cover all application fields for RFID. For example 

Hannes Harms, a design engineering student at Royal College of Art in London, has developed 

NutriSmart [C09] – a food tracking system which uses edible RFID tags. The markers would let 

consumers trace the entire supply chain, hidden behind every item in their cupboard. They will 

alert dieters or people with serious food allergies about dangerous ingredients. Moreover, 

NutriSmart refrigerators could support food management, because tags could warn people 

when some products are about to pass its expiration date. The system also can hook up with 

a smart plate. Once one put her/his food on the plate, an embedded reader can analyze the 

feast and transmit to a mobile phone the information: where food came from, which is its 

history, which are its nutritional and caloric data. Of course the questions arise what happens to 

the tags after digestion or how difficult it would be to convince people to start ingesting such 

technology. [C09]  

 

4. Challenging problems 

 

RFID technology can greatly benefit companies when implemented correctly, but it can also 

create numerous unique security risks that expose vulnerabilities and shortcomings of RFID 

devices. Before deciding to implement RFID solutions, firms should examine the threats to 

determine the amount of vulnerability and risk they are willing to take on. [D03] 

One of major problems appearing in RFID systems are unauthorized reads. This simplest RFID 

threat comes from unauthorized users gaining access to the information stored on tags. Basic 

RFID tags are not able to validate users. They were developed to respond to a read request 

generated by any device – authorized or not authorized to do this. When sensitive information is 

stored on tags, the risk of stealing the information by an unauthorized user appears. A hacker 

using, for example, the open source program called RFDump can read virtually any RFID tag. The 

software was developed to work on almost all RFID protocols. RFDump highlights the 

vulnerability of RFID tags to hackers. Because of this threat, firms should not place sensitive 

information on RFID devices. [LG10] 

The problem of cloning is the opposite of the unauthorized read threat. Cloning is when an 

attacker mimic authentic RFID tags by writing appropriately formatted data on blank RFID tags. 
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By cloning the tag, a hacker is able to trick the RFID reader into believing it is an authentic tag, 

thereby granting the hacker unauthorized access. Researchers at John’s Hopkins University 

demonstrated that by cloning an authentic RFID credit card, a hacker can purchase items without 

the original tag [R03]. Unlike with traditional credit cards, it would be impossible to notice that 

a hacker has stolen an RFID credit card, because the theft can be done wirelessly, in the way 

which the card owner is not aware of. [Ch10] 

Furthermore, RFID devices could be used to transmit malicious viruses and malware. Through 

SQL injections on RFID tags, they are able to exploit vulnerabilities in the backend software that 

supports RFID devices [R03]. This vulnerability is not a threat to RFID tags themselves, but to the 

system they are used in. Hopefully, now researchers are aware of the possibility of introducing 

viruses into RFID devices and they work on proper defense solutions. Another threat to RFID 

technology is the potential buffer overflow attack. In a buffer overflow attack, a hacker sends 

more data than it is expected by the software. In such a situation the software cannot handle the 

excess of data and crashes [KR11]. 

Other problems with RFID result from the technology itself, not from malicious human 

actions. In active tags, a battery causes serious problems. When a tag runs out of power, it might 

be useless, since a battery should be replaced or recharged. Another problem is the range and 

localization of a reader/tag. RFID system works well in open spaces without any interrupting 

signals. But most of factories, warehouses have walls, ceilings, working machines and technical 

infrastructure, which influence the precision of RFID system. Designers of the RFID infrastructure 

have to take into consideration all these issues. [R03] 

 

5. Future research 

 

Object localization systems based on radio frequency identification technology give many 

promising opportunities. By combining localization and identification capability, existing 

applications can be enhanced and new ones can be developed for RFID technology. 

 Within the future research, we would like to design and implement RFID system simulator. 

It will model a modern factory or warehouse equipped with RFID readers and tags. The simulator 

will allow checking how many readers are necessary in the building, where these readers should 

be located or how often tags have to be localized to fully know their positions [SFJMPRSS05]. 

Such a simulator, in which a designer will be able to reflect the structure of a whole warehouse 

with all its levels, walls and details of the technical infrastructure will provide useful information 

how RFID system works. Based on these data, we would like to propose algorithms optimizing 

the usage of RFID tags to improve e.g. storing area usage, tools or vehicle usage etc.  

 

6. Conclusions 

 

RFID technology is for sure the technology of the future. It is a successor of bar codes. But 

has the future already come? Are we ready to fully use the benefits of it? It seems that the 

answer is “no”. The security protocols are still not good enough. Banks and shops are not ready 

to fully use the pay-pass payment. Also people are not ready to give up money and use only 

electronic ways of payment. Furthermore, RFID may store information, about people, about their 

health and other important issues. Until this information will not be 100% safe, people will not 

be willing to use RFID.  
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For the present day RFID is perfect solution to support supply chain management, for 

shipyards, for big companies like car rental business or libraries. It seems that industry and 

business is ready for RFID, it could and should use RFID with all its benefits - but what about 

ordinary people? Future seems to be bright: no wallets, no passports, no identification cards; all 

information closed in one tiny RFID chip under human skin. Such a solution is already possible, 

because RFID tags can be powered by human warmth. The optimal places for locating them in 

a human body are – hand and forehead. But do people want to be labeled? Such idea brings into 

mind the mark of the beast mentioned by Saint John Book of Revelation. Is this the right way? 
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Abstract In many application areas machine learning techniques play a very
important role by helping people to inspect data and to simplify the job to
deal with data. But the prominent methods such as Support Vector Machine
(SVM) act as a black box, and the decision can not be easily inspected by human
beings. In contrast, prototype-based learning methods offer a very intuitive way
to inspect the data in input space: they represent their decisions in terms of
typical representatives (prototypes) in the same space, which can be directly
inspected.

Classical unsupervised prototype-based methods such as k-Means, Topo-
graphic Mapping, Neural Gas (NG), or the Self-Organizing Maps (SOM) and
statistical counterparts such as Generative Topographic Mapping (GTM) in-
fer prototypes based on input data only [9, 8, 2]. In the supervised domain
Learning vector quantization (LVQ) is one of the most popular prototype-based
methods, which take class labeling into account and find decision boundaries as
accurately as possible corresponding known class labels.

In modern application areas, not only the size of modern data sets, but also
its complexity increases rapidly. Improved sensor technology, for example, leads
to very high dimensional measurements corresponding to a very detailed reso-
lution of the available information. At the same time, dedicated data formats
such as XML files, network data, graph structures and the like become more and
more common. Classical prototype-based methods as mentioned above usually
deal with Euclidean vectors only. Hence these algorithms are no longer suitable
in these settings. While the Euclidean distance yields to almost meaningless
values for high dimensionality, a lossless vectorial representation is not even
possible for data structures such as sequences, trees, or graph structures.

This fact has led to a variety of extensions of prototype-based techniques to
deal with more complex data formats, see e.g. [1]. One prominent interface is
offered by a general similarity or dissimilarity matrix: only pairwise similarities
for dissimilarities of data have to be defined based on which learning takes
place. Various dissimilarity measure are available for dedicated data formats: for
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example, alignment for sequences [4], functional norms for functional data [11],
divergences for probability distributions [12], graph and tree kernels [6], or the
compression distance for general symbolic sequences [3]. Hence a formulation in
terms of dissimilarities extends the applicability of prototype-based techniques
to a large variety of modern application areas. Since data are characterized
by pairwise relations rather than Euclidean vectors, we refer to these data as
’relational data’. Although this problem can be partially avoided by appropriate
metric learning or by kernel variants, if data are inherently non-Euclidean, these
techniques are not applicable.

In this contribution we concentrate on two variants of LVQ, namely Gener-
alized LVQ (GLVQ) and Robust Soft LVQ (RSLVQ), and introduce extensions
of them with techniques used in unsupervised domain [5, 10], so that they can
directly deal with relational data sets which are characterized in terms of a sym-
metric dissimilarity matrix only. The key ingredient of the technique is: if pro-
totypes are represented implicitly as linear combinations of data in the so-called
pseudo-Euclidean embedding, the relevant distances of data and prototypes can
be computed without an explicit reference to a vectorial data representation.
This principle holds for every symmetric dissimilarity matrix and thus, allows us
to formalize a valid objective of RSLVQ and GLVQ for relational data (for more
technical details, see [7]). We evaluated the techniques on several benchmarks,
and the results are comparable to SVM [7].
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1 Introduction

The 3-dimensional tracking of human and animal body movement is important
in various areas of science. Researchers, for example in the fields of biology,
medicine, robotics, or sports, investigate such data to reveal patterns and com-
plex interaction rules in natural motion. Since the precision and the availability
of motion tracking technology is increasing, intelligent analysis methods be-
come necessary to assist researchers in identifying relevant information in large
amounts of data. Although the raw data usually consists of 3-dimensional vec-
tors, the data precision and characteristics vary depending on the kind of track-
ing system. Today, many kinds of systems are available, ranging from large
expensive motion capturing setups involving several distributed cameras and
delivering very robust data at a high spatial resolution, to less sophisticated,
small, cheap, and mobile solutions using only a single camera. Hence, there is
a variety of options available for researchers to gather motion data. However,
regarding the automatic analysis of this complex data, there is no general recipe
in order to extract high-level information. Tools for clustering and visualization
(see overviews in e.g. [1], and [2, chap. 10]) are widely applicable and can make
the data accessible for experts in order to gain motor-functional insights from
complex motion scenarios. In this context, metric learning algorithms, as pre-
sented in [3, 4, 5], offer useful features. On the one hand, the prototype-based
clustering technique can be used to categorize motion patterns, yielding a clas-
sifier for later recorded data, while the resulting prototypes may reveal typical
poses or patterns, since they can be interpreted directly. On the other hand,
with the addition of metric learning, the most relevant joint angles or spatial
correlations can be identified automatically.

In this report, we briefly present first experiments in which we applied the
metric learning extensions of learning vector quantization, see [3, 4], on a small
data set of human poses, and a motion sequence, recorded with the single-camera
tracking system Kinect1 from Microsoft.

1http://research.microsoft.com/en-us/um/redmond/projects/kinectsdk/
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2 Motion Data Representation

Considering a general setting, the tracking data is usually given as a sequence
of 3-dimensional vectors over a certain number of time steps, in the following
referred to as frames. Each vector represents the positions of certain points on
the target body in a steady coordinate system defined by the tracking device, in
the following referred to as the world coordinate system. In partially rigid bodies
of animals or humans, the movement is constrained by the underlying skeleton
and the capabilities of the joints. Rigid parts, called segments or bones are
connected by flexible joints characterized by their degrees of freedom (DoF) and
their motion range. Therefore, it is sufficient to track only a few points (mark-
ers) on the body, and model its skeletal properties based on prior knowledge
about the tracking target, instead of tracking a high-resolution point cloud, for
example. Usually, for every frame, the locations of the joints are calculated from
the marker positions, but some markerless tracking devices yield joint positions
directly, like in our technical setup.

Kinect, the single-camera system which we use, provides an RGB image and
a depth view of the scene. To access the information, we used the software
OpenNI2, and the middleware NiTE3 which infers a human skeleton structure
by depth and texture cues only, without the need for special physical tracking
markers, like reflective dots on the target body. NiTE & OpenNI provide 3D
coordinates for every joint of this simplified human skeleton, see Fig. 1, and 2.
In the following, we will refer to vectors of joint coordinates by the name of the
joint as indicated in Fig. 2 with a top arrow (“Left” and “Right” abbreviated
as L and R), e.g.,

−−−−−−−→
LShoulder . Bone vectors will be referred to with underlined

names, e.g., LForearmBone =
−−−−−→
LElbow −−−−−→LHand , where their direction is always

pointing away from the
−−−→
Neck in the skeletal structure.

Because of the system’s technical limitations, simplifications are significant
as compared to a natural skeleton: only the most important joints are con-
sidered, and some bones remain in a fixed orientation relative to each other.
We utilized some restrictions for our data representations, as described below.

From the given joint positions expressed in world coordinates, we derived a

Figure 1: The world coordinate system as defined by the Kinect
camera and the tracking software OpenNI & NiTE.

2http://openni.org
3http://www.primesense.com/Nite/
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Figure 2: The joints and bones of the skeleton provided by OpenNI
& NiTE (Version 1.3.0) when using a Kinect camera (view from the
back).

more abstract representation, based on joint angles. This is important, since the
data representation should reflect the skeleton’s ability to move joints (mostly)
independently from the other joints.

General representation of motion data To describe our calculation of
joint angles, we first introduce the concept of a kinematic chain. A skeleton
can be interpreted as a graph structure, commonly referred to as the kinematic
chain of the body. Usually, this is an acyclic directed graph, i.e. a tree, with one
joint serving as the root node. This (strictly hierarchical) structure is called an
open kinematic chain and yields the basis for representing motion data in many
technical domains, see e.g. [6] for a thorough description. Taking advantage
of the kinematic chain, a corresponding hierarchy of local coordinate systems
can be created, each centered at the respective node (joint). Every coordinate
system is then defined by a translation and rotation of the parent node’s system
to the current node (the parent of the root being the world coordinate system).
The translation shifts the coordinate system’s origin from the parent joint to
the considered joint, while the rotation of the system is predefined by the user,
usually following a general scheme for all joints. For example, such a scheme
might use the following steps to construct a 3-dimensional orthonormal system:

(I) align one of the axis with the bone that connects to the parent joint,

(II) use the cross product with another adjacent bone to get the second axis,

(III) again, take the cross product of these two axes to define the third axis.
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Altogether, these axes define a rotation w.r.t. the previous coordinate system.
Therefore, for every local coordinate system, a direct transformation based on
the world coordinate system is defined as the sequential execution of all the step-
wise transformations along the kinematic chain from the root to the considered
joint, a central concept in forward kinematics, see [6] for details.

Data representation regarding the Kinect camera In the following, we
concentrate on the special case of the Kinect skeleton. As mentioned, the skele-
ton that OpenNI & NiTE (version 1.3.0) provide based on the camera input, has
some inherent limitations. Due to the lack of available documentation at the
time, we recognized the following restrictive rules based on empirical evidence
only4:

1. NeckBone and Backbone always remain in line.

2. LShoulderBone and RShoulderBone always remain in line.

3. The joints
−−−→
Neck ,

−−−→
Head ,

−−−−−−−→
LShoulder ,

−−−−−−−→
RShoulder ,

−−−→
Torso,

−−−→
LHip, and

−−−→
RHip

remain in one plane. We will refer to this group of joints as the torso
group.

4. On the plane described in rule 3, LShoulderBone always remains in a 90
degree angle w.r.t. NeckBone. (Because of the restrictions 1 and 2, this
extends also to RShoulderBone and Backbone.)

5. On the plane described in rule 3, the angle between LHipBone and RHipBone

in the
−−−→
Torso joint is about 50 degrees.

Due to this rigidity of joints in the torso group, NiTE only roughly approximates
the true joint positions when tracking a pose which violates these restrictions.
For every pose with joint angles that cannot be represented in the rigid torso
group, NiTE will compensate by adjusting the skeleton accordingly, specifically
in the angles of the neighboring joints, which sometimes leads to physically
implausible angles. The bone lengths are not constant, but dynamically adapted
to fit the tracked body’s size and to conform to the mentioned restrictions. We
know however, that the relative orientations of neck, backbone, and shoulders
form a locally stable system, which we will utilize in the following to define a
local coordinate system centered at the

−−−→
Neck .

Joint angle representation In the next steps, we will derive joint angles
from the given joint positions, in order to achieve a certain robustness in the
data representation. The first goal is to achieve translational and rotational
invariance of the entire body w.r.t. the world coordinate system: identical body
poses should be represented equally, even if the tracked person is standing in a
different location or orientation within the camera’s field of vision. Therefore,
we define a local coordinate system at the root joint in which we can represent
all other joint vectors. We choose

−−−→
Neck as the root of our kinematic chain,

and perform a translation of all other joints w.r.t. the root’s position by simply
subtracting the vector

−−−→
Neck . Assuming that all bones and vectors now refer

4These restrictions hold up to a small numerical fluctuation of about 6◦ which we measured.
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to the translated ones, the orientation of the neck’s coordinate system is then
determined by the following vectors, which form the axes of a right-handed
coordinate system:

• X-axis: −−−→xNeck = norm (LShoulderBone)

• Y-axis: −−−→yNeck = norm (LShoulderBone× Backbone)

• Z-axis: −−→zNeck = −−−→xNeck ×−−−→yNeck

where the operation norm (·) normalizes the vectors to unit length and × refers
to the cross product. From the previously mentioned restriction rules 1 and 2, we
know that this yields a consistent orthonormal system for every time step. As-
sembling the axes vectors as columns in a rotation matrix M , every joint vector
can now be rotated by multiplying it with M . Thus, they are represented w.r.t.
the new local coordinate system, with the origin at the

−−−→
Neck . This provides

the desired translational and rotational invariance w.r.t. the world coordinate
system.

The next goal is to represent the joints (mostly) independently from each
other, which is not given when using the world coordinates or the newly defined
local coordinates. For example, a movement of the shoulder while the elbow
joint of the person remains rigid, would result in a change of the coordinates of
both, the hand and the elbow. However, from a data analysis perspective, the
‘cause’ of the movement should be represented independently, without adding
it’s ‘effects’ to other data dimensions, as long as no information is lost. Con-
sidering a joint angle representation for this example, the shoulder movement
would alter only the shoulder angles, without involving the elbow angle (that
represents the hand’s relative position for the eventual data analysis). In gen-
eral, we would like to represent joint vectors independently from their respective
parent joint. To achieve this, we might want to generalize the above procedure of
constructing local coordinate systems, and continue this scheme along the paths
in the kinematic chain. However, our approach was based on two adjacent joint
vectors (LShoulderBone and Backbone), serving as linearly independent basis
vectors to define a plane, whereupon the cross product is orthonormal. Their
linear independence was guaranteed by the named restriction rules. Now, we
cannot depend on two adjacent bones being independent. As a compromise, we
therefore refer to one of the parent node’s coordinate axes (−−−−−→z[parent]) to create
the new coordinate system. The axes are then defined as:

• X-axis: −−−−→x[joint] = norm
(−−−−→

[joint]−−−−−−→[parent]
)

• Y-axis: −−−−→y[joint] = norm
(−−−−−→z[parent] ×−−−−→x[joint]

)

• Z-axis: −−−−→z[joint] = −−−−→x[joint] ×−−−−→y[joint]

where [joint] stands for the currently considered joint vector, and [parent]
refers to its parent (both after a translation w.r.t.

−−−−→
[joint ]). There is still a prob-

lem for the special case that −−−−→x[joint] equals −−−−−→z[parent] or −−−−→x[joint] equals −−−−−−→z[parent],
and thus the cross product yields the zero vector. Then, we instead define the
Y-axis as: −−−−→y[joint] = −−−−−→y[parent]. The angles of the joint are therefore not en-
tirely independent from the parent’s angles, wherefore our goals for the data
representation could be fulfilled only partially.
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Given a joint’s position in the local coordinate system of the respective
parent, we can now represent the orientation of their connecting bone in terms
of spherical coordinates, i.e. angles, where φ defines the rotation around the
Z-axis and θ is the elevation from the X-Y-plane. Since the joints in the torso
group are mostly rigid, we are only interested in representing the joints of the
four limbs. We know, that the total degrees of freedom and motion range in the
limb joints are so far limited, that the two angles at each joint are enough to
fully represent their movement. In the experiments presented in section 4, we
use this local angle representation as input to train the GRLVQ and GMLVQ
models.

3 Metric Adaptation in Clustering

To analyze the data, we applied two supervised prototype-based clustering al-
gorithms which feature an inherent metric adaptation:

(I) Generalized Relevance Learning Vector Quantization (GRLVQ), see [3],

(II) Generalized Matrix Learning Vector Quantization (GMLVQ), see [4].

Both are based on the Generalized LVQ (GLVQ) [7] algorithm, that minimizes
the cost function E to find prototype positions w ∈W which quantize the data
vectors v ∈ V according to the data’s given class labeling:

E(W ) =
1
2

∑

v∈V

f(µ(v)) with µ(v) =
d+(v)− d−(v)
d+(v) + d−(v)

(1)

Here, d+(v) is the distance of a vector v to its nearest correct prototype, i.e.,
carrying the same label, and d−(v) is the distance to its nearest incorrect pro-
totype, i.e., associated with a different label. f is some monotonic function,
like the sigmoid for example. Typically, a stochastic gradient descent is used
to iteratively minimize the costs by adapting the prototype positions w ∈ W .
This results in intuitive update rules resembling Hebbian learning principles.

In the extensions GRLVQ and GMLVQ, which feature metric adaptation,
the distances d+(v) and d−(v) in the cost function (1) are exchanged by d+

Λ(v)
and d−Λ(v), respectively, which use a Mahalanobis-like scaling of the pairwise
distances by a positive semidefinite matrix Λ = ΩΩT. Assuming that w is the
closest correct prototype to data v, the distance d+

Λ(v) is defined as

d+
Λ(v) = (v −w)TΛ(v −w) with Λ = ΩΩT .

The same definition holds for d−Λ(v), if w is the closest incorrectly labeled pro-
totype. For GRLVQ, Ω is a diagonal matrix, thus enabling a scaling of each
dimension’s contribution to the distance, i.e., the relevance of every feature in
the vectorial data representation. In case of GMLVQ, Ω is a full matrix, scaling
additionally any pairwise correlation between the data dimensions. Apart from
the substituted distance, the prototype updates are in both cases identical to the
GLVQ algorithm. However, regarding the learning of the metric, the gradient
descent optimization scheme is extended to the matrix Ω. Therefore, adapta-
tion rules for the metric are constructed by deriving the cost function w.r.t. Ω.
Thus, the algorithm performs in every iteration two separate updates: (i) the
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Figure 3: Flag semaphore signals. The ‘Space’ signal was not used in
our recorded data set. (Picture taken from Wikimedia Commons [8].)

prototype update with a fixed metric, and (ii) a metric adaptation with fixed
prototypes. While the resulting clustering and classification model is useful for
data analysis, especially since the found prototypes can be interpreted directly,
the adapted metric may also offers insight about the underlying processes behind
the data.

4 Experiments

As a simple proof-of-concept study about the analysis of motion data with the
GRLVQ and GMLVQ clustering methods, we used two small data sets where
the expected outcome is clear.

Flag semaphore data The first dataset consists of 26 static poses, which
can be distinguished by the shoulder angles only. The poses are taken from
the flag semaphore, a code which can be used to communicate at a distance by
means of visual signals, common in the maritime world prior to the Morse code.
The signaling person would usually hold flags, rods, or paddles in their hands
for better visibility, however, these would not encode any information. Instead,
certain constellations of arm orientations represent the letters in the alphabet
from A to Z, see Figure 3. The 26 poses (we omitted any special signals like
the ‘Space’ signal) have been recorded from 4 different test subjects, resulting
in 104 total data points with 4 samples per class. We trained the GRLVQ
algorithm [3] on the local joint angle representation, achieving a classification
accuracy of 100%. We used only the movable joints outside of the torso group.
The relevance profile, shown in Figure 4, clearly singles out the angles of the left
and right elbow elevation as the most important for the class separation, which
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matches our expected response of the algorithm. Since the relevance learning
scheme finds merely some possible configuration to separate the classes, the
other angles are also contributing partially. It is fair to assume, that in a
data set, where the underlying principle of the class separation was not priorly
known, an expert could use this method to gain knowledge, especially when
the number of joints is much larger, as it is common with high-tech motion
capturing systems.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

L Elbow Phi

L Elbow Theta
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L Hand Theta

R Elbow Phi

R Elbow Theta
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L Knee Theta

L Foot Phi
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R Knee Phi

R Knee Theta

R Foot Phi

R Foot Theta

Figure 4: The bar plot shows the diagonal of the matrix Ω, i.e. the rel-
evance profile of the GRLVQ classifier model, for the flag semaphore
data set.

Walking-sequence data The second data set consists of four short sequences,
showing two different walking styles, recorded from two different persons. The
two walking behaviors represent our classes in the data, which are somewhat
antagonistic w.r.t. joint angle progressions: The first is a normal straight human
walk, where the left arm and right leg move in one direction at the same time
(e.g. forward), while the right arm and left leg move in the opposite direction
(e.g. backwards). The other walking style uses the opposite (unnatural) com-
bination, where the left arm and left leg move in the same direction at a time,
and the right limbs in the opposite direction at the same time. All sequences
together consist of 265 frames, which were recorded at a rate of 30 Hertz, they
show about 3 strides of each walking style per person. We used the joint angles
of each frame as a separate data sample, without any handling or preprocessing
of the time-series aspects in the data. The class labels per frame correspond to
the walking style. The training with GMLVQ yields a classification accuracy
of 82 percent, the resulting matrix Ω is shown in Figure 5. Note, that the sign
of the values in the matrix are not really meaningful and interpretable as the
respective positive or negative correlations of the joint angles in either one of the
classes. Instead, only the absolute values in the matrix say, how much the pair-
wise correlation of these dimensions was utilized for the class separation found
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Figure 5: The matrix Ω of the GMLVQ classifier model trained on
the walking-sequence data set. Correlations of the left and right limb
angles have high absolute values, and are thus utilized more in the
problem-adapted metric of the trained classifier.

by the classifier model, which might translate to semantic meaning regarding
the classes. As expected in this case, a pattern of correlations of the left and
right limb angles is clearly visible, with strongly expressed correlations between
the left and right knee and elbow angles, for instance.

5 Conclusions

We showed how it is possible to derive (simplified) joint angles from a strongly
constricted motion tracking skeleton provided by OpenNI & NiTE and a Kinect
camera. Furthermore, we demonstrated in simple experiments, that the training
of GRLVQ and GMLVQ on a joint angle representation of motion data yields
plausible results with an adapted metric, providing an interpretable classifica-
tion model. Metric learning in general clearly offers an interesting perspective
for motion data analysis, since the semantic interpretation of the metric offers
new ways for the analysis by experts.
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Abstract

In this paper we consider the handling of the batch variant of the

fuzzy-c-means algorithm as well as its extensions fuzzy neural gas and

fuzzy self-organizing map in case of very large data sets. For those data

sets the resulting dissimilarity matrix is huge and, therefore, cannot

be handled due to memory restrictions. To solve the problem, we

transfer the idea of patch learning introduced for batch neural gas to

these algorithms. This leads also to a reduction of the computational

complexity. We give in this article the theoretical justi�cation of the

new patch fuzzy neural gas algorithm as well as fuzzy self-organizing

map.

1 Introduction

Clustering of very large data sets is still a crucial problem. Recently, new

ideas for that problem were proposed for prototype based crisp vector quan-

tizers: The so-called patch learning, introduced for the batch types of the

∗corresponding author, email: thomas.villmann@hs-mittweida.de
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c-means, the neural gas and the self-organizing map, o�ers a possibility to

deal with such complex data. Batch variants of vector quantizers usually take

all available data at once, which leads to serious problems in case of very large

data sets. To deal with these problems, for patch clustering the data are di-

vided into small patches, which can easily be handled subsequently. Thereby,

the information already learned from earlier patches is fed into the learning

of the current patch.

Related to these crisp vector quantizers are their fuzzy counterparts:

fuzzy-c-means (FCM,[2, 7]), fuzzy neural gas (FNG) and fuzzy self-organizing

maps (FSOM,[21, 20, 22]). In this paper we transfer the idea of patch learn-

ing proposed in [1] to these fuzzy vector quantization algorithms such that

these approaches can be applied to very large data sets, too.

2 Fuzzy Vector Quantization

In this section we brie�y provide the basic principles of FCM, FNG and

FSOM to clarify notations. Thereby, we assume a data set V = {vi}Ni=1 ⊆
Rn and a set W = {wk}Ck=1 ⊂ Rn of prototypes. Further, we suppose an

inner product norm di,k = d (vi,wk) between data and prototypes, frequently

chosen as the Euclidean distance.

2.1 The Basic Algorithms - batch modes

Following [23], a very general formulation in terms of a cost function to be

minimized is given by

E (U,T, V,W, δ,m, η, a, b) =
C∑

k=1

N∑

i=1

(
a · umi,k + b · tηi,k

)
(di,k)

2+
C∑

k=1

(
δk

N∑

i=1

(ti,k − 1)η
)

(1)

with U = {ui,k} the matrix of the fuzzy assignments ui,k ∈ [0, 1], T =

{ti,k} the matrix of the typicality assignments ti,k ∈ [0, 1], m is the fuzziness

parameter and η is the typicality parameter. The fuzzy assignments ful�ll

the constraints ∑

k

ui,k = 1 (2)

whereas for the typicality assignments
∑

i

ti,k = 1 (3)
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is required. The parameters δk > 0 are user de�ned and the values a, b ≥ 0

are balancing parameter. The standard fuzzy-c-means model is obtained for

a = 1 and b = 0 (FCM,[2, 7]). For the possibilistic c-means (PCM, [15])

a = 0 and b = 1 is valid, whereas fuzzy PCM is achieved as a merge of FCM

and PCM for the case that both a = 1and b = 1 [19]. In the following we

make use of the abbreviation E (U,T,W ) = E (U,T, V,W, δ,m, η, a, b) to

emphasize the parameters to be optimized.

The learning takes place as an alternating update scheme between proto-

types and assignment variables. The prototype update is

wk =

∑N
i=1

(
a · umi,k + b · tηi,k

)
vi∑N

i=1

(
a · umi,k + b · tηi,k

) (4)

and the fuzzy assignments are updated according to

ui,k =
1

∑C
l=1

(
di,k
di,l

) 2
m−1

(5)

whereas the typicality assignments are modi�ed to

ti,k =
1

1 +

(
(di,k)

2

δk

) 1
η−1

(6)

taking the δi-values into account. As pointed out in [16], it is recommended

to initialize the PCM by FCM and to determine the δi-values as

δk = K

∑N
i=1 (ui,k)

η (di,k)
2

∑N
i=1 (ui,k)

η
(7)

with the ui,k obtained from FCM and setting η = m .

Many other variants are proposed such as FCM for relational data [3] or

median clustering [8] or using several kinds of dissimilarities like divergences

[13, 24] or kernels [12]. A comprehensive overview can be found in [18].

2.2 Fuzzy Self-Organizing Map and Fuzzy Neural Gas

The fuzzy self-organizing map (FSOM, [5, 4, 6, 20, 21, 22]) and the fuzzy

neural gas (FNG,[23]) combine the idea of fuzzy vector quantization with
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neighborhood cooperativeness for learning improvement.. The FSOM sup-

poses an external topological structure A between the prototypes, which

de�nes a dissimilarity dA (k, l) between the prototypes wk and wl with re-

spect to the structure A. Usually, the structure A is assumed to be a regular

hypercubical lattice as known from SOMs, and dA is taken as the Euclidean

distance in A for that case. The neighborhood cooperativeness is realized by

the neighborhood function

hSOMσ (k, l) = cσ · exp

(
−(dA (k, l))2

2σ2

)
(8)

with neighborhood range σ and the constraint
∑

l h
SOM
σ (k, l) = 1 ensured

by the constant cσ. Using the concept of local costs

lcSOMσ (i, k) =
C∑

l=1

hSOMσ (k, l) ·
(
dEi,k
)2

(9)

introduced by [11], an similar methodology can be applied, if the neighbor-

hood between prototypes is determined on the basis of the ranked distances

between them in the data space, as known from neural gas (NG):

hNGσ (k, l) = cNGσ · exp

(
−(rkk (wl,W ))2

2σ2

)
(10)

for a given neighborhood range σ. The constraint
∑

l h
NG
σ (k, l) = 1 again is

ensured by a constant cNGσ as before. This neighborhood function is based

on the rank function

rkk (wi,W ) =
N∑

l=1

Θ (d (wi,wk)− d (wi,wl)) (11)

where

Θ (x) =

{
0 if x ≤ 0

1 else
(12)

is the Heaviside function [17]. The respective local costs are

lcNGσ (i, k) =
C∑

l=1

hNGσ (k, l) · (di,l)2 . (13)
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A cost function EFNG/FSOM (U,T,W ) for unsupervised fuzzy clustering with

neighborhood cooperativeness according to SOM or NG is then de�ned as

EFNG/FSOM (U,T,W ) =
C∑

k=1

N∑

i=1

(
a · umi,k + b · tηi,k

)
lcSOM/NG
σ (i, k)+

C∑

k=1

(
δk

N∑

i=1

(ti,k − 1)η
)

(14)

with the critical points in the alternating optimization ful�lling the require-

ment that the derivative

∂EFNG/FSOM (U,T,W )

∂wk

= 2
N∑

i=1

C∑

l=1

(
a · umi,l + b · tηi,l

)
· hSOM/NG

σ (k, l) · ∂di,k
∂wk

(15)

has to be zero. The prototype adaptation reduces to

wk =

∑N
i=1

∑C
l=1

(
a · umi,l + b · tηi,l

)
· hSOM/NG

σ (k, l) · vi∑N
i=1

∑C
l=1

(
a · umi,l + b · tηi,l

)
· hNGσ (k, l)

(16)

if the Euclidean distance is used for di,k. The adaptation of the fuzzy as-

signments umi,l (5) and typicality assignments tmi,l (6) remain structurally un-

changed, but replacing there the dissimilarity measure (di,k)
2 by the local

costs lc
SOM/NG
σ (i, k) such that

ui,k =
1

∑C
l=1

(
lc
NG/SOM
σ (i,k)

lc
NG/SOM
σ (i,l)

) 1
m−1

(17)

and

ti,k =
1

1 +
(
lc
NG/SOM
σ (i,k)

δk

) 1
η−1

(18)

are valid.

For vanishing neighborhood parameter σ ↘ 0 the original algorithms are

obtained.

3 Median and Relational Variants

If the data vl are not metric objects but the dissimilarities Dj,l between

them are known, so called median variants of (fuzzy) vector quantization

algorithms can be applied. For these median variants the prototypes have
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been restricted to be data objects itself. Hence, the dissimilarity dl,k between

a prototype wk and a data object vl is a certain data dissimilarity Dl,j if the

prototype is identi�ed with the data object vj. Updating prototypes then is

realized setting the prototypes to the so-called generalized median [14]

wk = vl with l = argminl′

(∑

j

(
a · umj,l′ + b · tηj,l′

)
lcNG/SOMσ (j, l′)

)
(19)

whereas the adjustment of the assignment variables ui,l and typicality as-

signments ti,l are kept according to (17) and (18). For a = 1 and b = 0 the

standard median fuzzy-c-means is obtained [8].

The restriction of the prototypes to data objects in median variants may

lead to serious additional distortions, in particular, if the potential data space

is sparsely covered by the data. This drawback can be reduced, if the data

are supposed to be embeddable into the Euclidean space but still only the

dissimilarities di,k between them are known, as before. In this case relational

variants of vector quantizers can be used [9, 10], which assume that the

prototypes can be written as a convex linear combination of the data objects

vj

wi =
∑

j

ai,jvj with
∑

j

aij = 1 (20)

with the matrix A = (aij) ∈ RC×N . It turns out that dissimilarity between

the ith data object and the prototype wk can be expressed

di,k =
(
ai ·D?2

)
k
− 1

2
ai ·D?2 · a>i (21)

with D?2 = (Dj,l)
2, i.e. the dissimilarities can be calculated without knowing

the explicit form of the data objects. Similarly, one has

dWk,l = ak ·D?2a>l −
1

2
ak ·D?2 · a>k −

1

2
al ·D?2 · a>l (22)

for the dissimilarity between prototypes [9]. Prototype adaptation now is

realized by the adaptation of the coe�cients. Combining the relational fuzzy-

c-means approach from [10] and the relational neural gas algorithm provided

in [9] we obtain the update

ai,k =

∑C
l=1

(
a · umi,l + b · tηi,l

)
· hSOM/NG

σ (k, l)
∑n

j=1

∑C
l=1

(
a · umj,l + b · tηj,l

)
· hSOM/NG

σ (k, l)
(23)
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which then allows a recalculation of the dissimilarities dk,l and dWi,k. These

are needed for the subsequent recalculation of the fuzzy assignments ui,l and

typicality assignments ti,l via the formulae (17) and (18) using the local costs

(9) and (13), respectively for FSOM and FNG.

4 Patch Clustering

We now are ready to turn to the idea of patch clustering [1]. We partition

the data set into Np patches Pi of size p = N
Np
. Let D be the matrix of

data similarities Di,j and Dk the dissimilarity matrix for patch Pk. The idea

is to learn prototypes subsequently from the patches. However, prototypes

learned in a certain step k are fed into the next patch as additional data

points such that an extended patch P ∗k+1 is obtained with dissimilaritiesD∗k+1.

However, these new data points (former prototypes) already collected implicit

information such that their in�uence should be weighted. Following [1], this

can be implemented assigning to each data object vj a multiplicity µj, which

is set µj = 1 for original data objects vj and µj = ωl (k) if the prototype wl

from the kth step is used as new data object. Here the prototype multiplicity

ωl is de�ned as

ωl =
1

a+ b

N∑

i=1

(a · ui,l + b · ti,l) · µi

which reduces to number of data points represented by the respective proto-

type in case of crisp c-means.

These multiplicities are used in prototype adaptation. In this way we get

for the median variant (19)

wk = vl with l = argminl′

(∑

j

µj ·
(
a · umj,l′ + b · tηj,l′

)
lcNG/SOMσ (j, l′)

)

(24)

and for the relational variant the prototype update is determined by the new

rule

ai,k =
µi
∑C

l=1

(
a · umi,l + b · tηi,l

)
· hSOM/NG

σ (k, l)
∑n

j=1 µj
∑C

l=1

(
a · umj,l + b · tηj,l

)
· hSOM/NG

σ (k, l)
(25)

incorporating the multiplicities instead of the former rule (23).

Yet, the updates of the assignments remain unchanged as proposed in [1].
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5 Conclusion

In this article we provide the theoretical framework for the combination of

the fuzzy-c-means models (FCM,PCM) and its variants like fuzzy neural gas

and fuzzy self-organizing map with idea of patch clustering to deal with very

large data sets in case of batch learning. For this purpose, we �rst justify the

batch variants of the general fuzzy vector quantization models for median

and relational learning. Thereafter we coopt the idea of patch clustering

from the crisp variants and transfer them to the fuzzy models.
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