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1 Introduction

Vector quantization by prototypes is one of the key methods in unsupervised and supervised machine learning. Prominent examples for unsupervised models applied in data clustering or visualization are the self-organizing map (SOM,[19]), neural gas (NG,[25]) as a robust version of the k-means or respective fuzzy variants like fuzzy-c-means (FCM, [3, 4]) and alternatives thereof. Supervised prototype based approaches are mainly influenced by the learning vector quantization models (LVQ, [19]) and support vector machines (SVM,[42]). Whereas LVQ models generate class typical prototypes SVMs determine prototypes (support vectors) defining the class borders. Both paradigms are margin classifiers [8]. During the last years application of non-standard metrics for these models became popular to improve the classifier performance for domain specific problems like processing of functional data, e.g. spectra, time series, ....[18, 28, 48] or better interpretability of the adapted models (relevancy and matrix learning, [13, 43]).

One key idea remaining powerful in classification is the idea of kernel mapping realized in SVMs. According to this idea, the data as well as the prototypes are described and handled in a high-dimensional (infinite) feature mapping Hilbert space (FMHS) uniquely determined by the kernel, which offers frequently a great flexibility and good separation possibility. Yet, this processing is done only implicitly in the mapping space. This advantage, however, makes it more difficult to interpret the model because the prototypes in these models are given as infinite-dimensional representations in the FMHS. Moreover, the SVM prototypes are not typical representers of the classes, as mentioned before. Several variants of LVQ were established integrating the kernel mapping concept in those models to keep the idea of class-typical prototypes (Kernel GLVQ, KGLVQ) [41, 36, 35]. However, these models also have to deal with the problem of the infinite representation of prototypes. Usually, the infinite representation is approximated by a finite one using the Nystrøm-approximation approach, which obviously leads to an information loss in general.

In this paper we provide a way to overcome this circumstance: we want to have in the new model the topological richness of the FMHS to keep the high classification ability and data separability while avoiding the infinite data and prototype representation or its necessary approximation. For this purpose we suggest the utilization of universal differentiable kernels in vector quantization models defining a new metric in the data space. Now, the differentiability ensures that the prototype adaptation can be processed in this new metric space without any approximation.
requirements or other Hilbert space representations. Further, we show that this
new metric space is topologically equivalent to the FMHS associated to the universal
eral kernel, such that the demanded topological richness is kept. More specifically,
show that both spaces are isometric. Additionally, we demonstrate that this
framework can also be applied for a recently proposed variant of kernel feature
mapping, where the feature mapping space is a certain type of Banach spaces with
weaker assumptions than a Hilbert space [49].

2 Reproducing Kernels for Hilbert Spaces

2.1 General Kernels for Hilbert Spaces

In the following we assume a compact metric space \((V,d_V)\) with the vector space
\(V\) equipped with a metric \(d_V\). A function \(\kappa\) on \(V\) is a kernel
\[
\kappa_{\Phi} : V \times V \rightarrow \mathbb{C}
\]
if there exists a Hilbert space \(\mathcal{H}\) and a map
\[
\Phi : V \ni v \mapsto \Phi(v) \in \mathcal{H}
\]
with
\[
\kappa_{\Phi}(v,w) = \langle \Phi(v), \Phi(w) \rangle_{\mathcal{H}}
\]
for all \(v, w \in V\) and \(\langle \cdot, \cdot \rangle_{\mathcal{H}}\) is the inner product of the Hilbert space. As a
consequence the kernel is Hermitian, i.e. \(\kappa_{\Phi}(v,w) = \overline{\kappa_{\Phi}(w,v)}\) and, therefore,
sesquilinear. The mapping \(\Phi\) is called feature map and \(\mathcal{H}\) the feature space of
\(V\). Without further restrictions on the kernel \(\kappa_{\Phi}\) both \(\mathcal{H}\) and \(\Phi\) are not unique.

A function \(f : V \rightarrow \mathbb{C}\) is induced by \(\kappa_{\Phi}\) if there exists an element \(g \in \mathcal{H}\) with
\(f(w) = \langle g, \Phi(w) \rangle_{\mathcal{H}}\).

The following important Lemma is shown in [47]:

**Lemma 2.1** Let \(\kappa_{\Phi}\) be a kernel of a metric space \((V,d_V)\) and \(\Phi\) a corresponding
feature map into a Hilbert space \(\mathcal{H}\). Then \(\kappa_{\Phi}\) is continuous iff \(\Phi\) does. In this case
\[
d_{\kappa_{\Phi}}(v, w) = \|\Phi(v) - \Phi(w)\|_{\mathcal{H}}
\]
defines a semi-metric\(^1\) on \(V\) and the identity map \(\Psi\) between the different metric
spaces over the vector space \(V\)
\[
\Psi : (V, d_V) \longrightarrow (V, d_{\kappa_{\Phi}})
\]
\(^1\)Note, for a semi-metric the triangle inequality does not hold [33].
is continuous. If the feature map $\Phi$ is injective $d_{\kappa_{\Phi}}$ is even a metric.

**Remark 2.2** In the proof of this lemma the inner product property (3) of the kernel is never used. Only the norm properties of Hilbert spaces and their completeness are required. Hence, the lemma is also valid if $\Phi$ maps into a Banach space $B$.

It turns out from this lemma that for each function $f$ induced by a continuous kernel $\kappa_{\Phi}$ is continuous itself. This property is needed for the definition of an universal kernel:

**Definition 2.3** A continuous kernel $\kappa_{\Phi}$ on a compact metric space $(V, d_V)$ is called universal if the space $\mathcal{I}_{\kappa_{\Phi}}$ of all functions induced by $\kappa_{\Phi}$ is dense in the space of continuous functions $\mathcal{C}(V)$ over $V$, i.e. for all $g \in \mathcal{C}(V)$ and $\varepsilon > 0$ exists a function $f \in \mathcal{I}_{\kappa_{\Phi}}$ with $\|f - g\|_{\infty} \leq \varepsilon$.

Following the explanations from I. Steinwart in [47] we can conclude first that every universal kernel separates all compact subsets. Second, this statement leads us to the most important result of that publication with respect to the aim of our paper:

**Theorem 2.4** Every feature map $\Phi$ of an universal kernel $\kappa_{\Phi}$ is injective.

**Remark 2.5** Here we have again to emphasize an important observation: In the proof of this theorem, again, the inner product property (3) of the kernel is never used. Only its corresponding semi-metric properties are needed, which remain valid also regarding Banach spaces instead of Hilbert spaces.

### 2.2 Positive and Universal Kernels for Hilbert Spaces

An important role in feature mapping play the positive definite kernels. The kernel $\kappa_{\Phi}$ is said to be positive definite if for all finite subsets $V_n \subseteq V$ with cardinality $\#V_n = n$, the Gram-Matrix

$$G_n = [\kappa(v_i, v_j) : i, j = 1 \ldots n]$$

(6)

is positive semi-definite [1]. The kernel is strictly positive definite if the Gram-matrices $G_n$ are strictly positive definite. These positive kernels are of special interest because they uniquely correspond to Hilbert spaces $\mathcal{H}$ in a canonical
manner according to the Mercer-theorem: For each feature map \( \Phi \) there exists a canonical, unique positive kernel

\[
\kappa_{\Phi} : V \times V \to \mathbb{R}
\]

(7)
satisfying (3) and, conversely, each positive kernel \( \kappa_{\Phi} \) defines uniquely a Hilbert space \( \mathcal{H} \) and a corresponding mapping \( \Phi \) such that the equation (3) is valid [1, 26]. In that case, the space \( \mathcal{H} \) is a Hilbert space of functions on \( V \) for which point evaluations are always continuous linear functions. In particular, it is a so-called reproducing kernel Hilbert space (RKHS) i.e. \( \kappa_{\Phi}(v, \cdot) \in \mathcal{H} \) such that for each \( v \in V \) and all \( f \in \mathcal{H} \) and \( w \in V \)

\[
f(w) = \langle f, \kappa_{\Phi}(w, \cdot) \rangle_{\mathcal{H}}
\]

is valid according to the Riesz representation theorem [1, 20]. For this case, \( \kappa_{\Phi} \) is denoted as a reproducing kernel. Reproducing kernels obviously are symmetric, real and, hence, bi-linear. The space \( \mathcal{I}_{\kappa_{\Phi}} \) of induced functions is now given as the set

\[
\mathcal{I}_{\kappa_{\Phi}} = \{ \kappa_{\Phi}(w, \cdot) | w \in V \}
\]

(8)
with \( \mathcal{I}_{\kappa_{\Phi}} \subseteq \mathcal{H} \). For positive kernels the associated inner product implies a norm

\[
\| \Phi(v) \|_{\mathcal{H}} = \sqrt{\langle \Phi(v), \Phi(v) \rangle_{\mathcal{H}}}
\]

(9)
and, hence, also a metric

\[
d_{\mathcal{H}}(\Phi(v), \Phi(w)) = \| \Phi(v) - \Phi(w) \|_{\mathcal{H}} = \sqrt{\langle (\Phi(v) - \Phi(w)), (\Phi(v) - \Phi(w)) \rangle_{\mathcal{H}}}
\]

(10)
in the Hilbert space \( \mathcal{H} \), i.e. the positive semi-definiteness ensures the metric properties in comparison to the semi-metric (4) obtained for general kernels. Because \( \kappa_{\Phi} \) is a kernel, the metric \( d_{\mathcal{H}}(\Phi(v), \Phi(w)) \) can be rewritten as

\[
d_{\mathcal{H}}(\Phi(v), \Phi(w)) = \sqrt{\kappa_{\Phi}(v, v) - 2\kappa_{\Phi}(v, w) + \kappa_{\Phi}(w, w)}
\]

(11)
using the bi-linearity and the symmetry of the positive kernel.

**Remark 2.6** Obviously, for positive kernels the semi-metric \( d_{\kappa_{\Phi}} \) from (4) coincides with \( d_{\mathcal{H}} \) on \( \mathcal{I}_{\kappa_{\Phi}} \).

In conclusion we explicitly state the following lemma:
Lemma 2.7 Let $(V,d_V)$ be a compact metric space, $\kappa_\Phi : V \times V \to \mathbb{R}$ a continuous positive kernel with the feature map $\Phi : V \to \mathcal{H}$, and the kernel determining a metric $d_\mathcal{H}$ in $\mathcal{H}$ by (11). If the space of the induced functions $\mathcal{I}_{\kappa_\Phi}$ is dense in the space of continuous functions $C(V)$, then the metric space $(V,d_\mathcal{H})$ is topologically equivalent to induced space $\mathcal{I}_{\kappa_\Phi} \subseteq \mathcal{H}$ with the metric $d_\mathcal{H}$. Moreover, both spaces are isometric, and, hence, $(V,d_\mathcal{H})$ is a Hilbert space, too.

Proof. The kernel $\kappa_\Phi$ is assumed to be positive, continuous and generating a space of induced functions $\mathcal{I}_{\kappa_\Phi}$, which is dense in the space of continuous functions $C(V)$. Hence, $\kappa_\Phi$ is universal and, therefore, the uniquely corresponding feature map $\Phi : V \to \mathcal{H}$ is injective according to Theorem 2.4. Hence, it is bijective for $\Phi : V \to \mathcal{I}_{\kappa_\Phi} \subseteq \mathcal{H}$, whereby $\mathcal{H}$ is equipped with the Hilbert space metric $d_\mathcal{H}$. Because $(V,d_V)$ is compact and the bijective mapping $\Phi$ is continuous it follows immediately that $\mathcal{I}_{\kappa_\Phi}$ is a subspace of $\mathcal{H}$ and, therefore, a Hilbert space itself. Moreover, it follows from Lemma 2.1 that $\Phi$ is also continuous as well as the obviously bijective identity map $\Psi : (V,d_V) \to (V,d_\mathcal{H})$ from (5). Hence, the map $\Phi (\Psi^{-1}(v)) = \Phi \circ \Psi^{-1}(v)$ with $v \in (V,d_\mathcal{H})$ is bijective and continuous. Therefore, $(V,d_\mathcal{H})$ and $\mathcal{I}_{\kappa_\Phi}$ are isomorphic and, according to the Remark 2.6, also isometric.

The result of the Lemma 2.7 is visualized in Fig.2.2

We now give some examples of universal kernels taken from [44, 47] and [27].
Example 2.8 The following kernels are universal:

1. The Gaussian kernel \( \kappa_{\Phi} (u,v) = \exp \left( \frac{-|u-v|^2}{2\sigma^2} \right) \) is universal on every compact subset of \( \mathbb{R}^n \) whereby \( || \cdot ||_E \) is the standard Euclidean distance.

2. The Student-type Gaussian kernel \( \kappa_{\Phi} (u,v) = \left( \beta + \frac{|u-v|^2}{\sigma^2} \right)^{-\alpha} \) with \( \alpha, \beta > 0 \) is universal on every compact subset of \( \mathbb{R}^n \).

3. The exponential kernel \( \kappa_{\Phi} (u,v) = \exp \left( \langle u, v \rangle_E \right) \) is universal on every compact subset of \( \mathbb{R}^n \) with \( \langle \cdot, \cdot \rangle_E \) being the standard Euclidean inner product.

4. Let \( V_1 = \{ v \in \mathbb{R}^n : ||v||_E < 1 \} \) the open unit ball and \( \alpha > 0 \). Then the so-called infinite polynomial kernel \( \kappa_{\Phi} (u,v) = (\beta - \langle u, v \rangle_E)^{-\alpha} \) is universal on each compact subset of \( V_1 \) for an arbitrary constant \( \beta > 0 \).

5. Let \( P(x) = \sum_{k \in \mathbb{Z}^+} a_k x^k \) be power series with convergence radius \( r < \infty \) and all coefficients \( a_k \) are positive. Then the so-called dot product kernel \( \kappa_{\Phi} (u,v) = P (\langle u, v \rangle_E) \) with \( u, v \in \mathbb{C}^n \) is universal on each compact subset of \( \mathbb{C}^n \).

At this point we remark that the above kernels are differentiable, which becomes important in Sect. 4. Another class of kernels are information theoretic kernels based on divergences [24, 34]. This class is investigated in the light of universality in the next subsection. The relation of universal kernels to characteristic kernels is adressed in [46].

2.3 Universal Kernels Based on Divergences

Information theoretic kernels based on divergences are considered in many applications [5, 21, 24, 34]. Here we relate them to universal differentiable kernels, such that the diagram in Fig.2.2 holds also for those kernels. For this purpose, we introduce the class of radial kernels \( \kappa_r : \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R} \) [16, 42, 44]. These kernels are defined as

\[
\kappa_r (u,v) = g (d(u,v)) \tag{12}
\]

where \( d(u,v) \) is a metric and \( g \) is a function on \( \mathbb{R}_0^+ = \{ x \in \mathbb{R} | x \geq 0 \} \). Equivalently, \( d(u,v) \) could be a norm of the difference \( (u - v) \). One important point to be emphasized here is that the argument of a radial kernel is required to be a metric or, equivalently, a norm. Radial kernels stand out due to its close relation to universal kernels. The following lemma holds for radial kernels [46]:
Lemma 2.9 If the radial kernel is strictly positive definite then it is also universal.

Following this lemma, if we want to obtain a differentiable universal kernel based on divergences, we have to ensure that the divergence is

- differentiable
- metric
- and that the corresponding radial kernel is positive definite.

Generally, divergences are not symmetric and, therefore, not serving as a metric [7, 6, 12]. Yet, there exist some special divergences for vectorized data, which are metrics at the same time under the assumption that the data vectors represent probability densities or at least positive functions [48]. For example, the Euclidean distance is a so-called $\eta$-divergence belonging to the class of Bregman-divergences with parameter $\eta = 2$ [29]. ÖSTERREICHER AND VAJDA considered a subset of Csiszár’s $f$-divergences to be metric [32, 48]. To this class belongs the subclass of $f_\beta$-divergences. A prominent member of this subclass is the squared Hellinger distance

$$D_H(u\|v) = \sum_{i=1}^{m} (\sqrt{u_i} - \sqrt{v_i})^2$$  \hspace{1cm} (13)

obtained for the value $\beta = \frac{1}{2}$. Another example obtained for $\beta = 1$ is the Jensen-Shannon-divergence

$$D_{JS}(u\|v) = \frac{D_{KL}(u\|w) + D_{KL}(v\|w)}{2}$$  \hspace{1cm} (14)

with $w = \frac{u + v}{2}$ and

$$D_{KL}(u\|w) = \sum_{i=1}^{m} u_i \log \frac{u_i}{v_i}$$  \hspace{1cm} (15)

being the Kullback-Leibler-divergence [22]. It can be calculated based on the Shannon-entropy [45]

$$H(v) = -\sum_{i=1}^{m} v_i \log v_i$$  \hspace{1cm} (16)

as

$$D_{JS}(u\|v) = H\left(\frac{u + v}{2}\right) - \left(\frac{H(u) + H(v)}{2}\right)$$  \hspace{1cm} (17)

as shown in [24].
An analog divergence can be installed using the Rényi’s α-entropy

\[ H_\alpha(v) = \frac{1}{1-\alpha} \log \left( \sum_{i=1}^{m} (v_i)^\alpha \right) \]  

(18)
defined for \( \alpha > 0 \) [37, 38]. In the limit \( \alpha \to 1 \) \( H_\alpha(v) \) converges to the Shannon-entropy \( H(v) \) from (16). Based on the Rényi-entropy (18) the Jensen-Rényi-α-divergence is defined as

\[ D_{JR}^\alpha(u\|v) = H_\alpha \left( \frac{u+v}{2} \right) - \left( \frac{H_\alpha(u) + H_\alpha(v)}{2} \right) \]  

(19)
in complete analogy to (17) [2]. It turns out that both, \( \sqrt{D_{JS}(u\|v)} \) and \( \sqrt{D_{JR}^\alpha(u\|v)} \), are metric [24] or, more precisely, they are Hilbertian metrics [14]. Moreover, it is shown in the paper [24] by Martin et al. that the following lemma holds:

**Lemma 2.10** The kernels

1. \( \kappa_{JS}^1(u,v) = \exp (-t \cdot D_{JS}(u\|v)), \ t > 0, \)
2. \( \kappa_{JR}^1(u,v,\alpha) = \exp (-t \cdot D_{JR}^\alpha(u\|v)), \ t > 0, \)
3. \( \kappa_{JS}^2(u,v) = (t + D_{JS}(u\|v))^{-1}, \ t > 0 \) and
4. \( \kappa_{JR}^1(u,v,\alpha) = (t + D_{JR}^\alpha(u\|v))^{-1}, \ t > 0 \)

are strictly positive definite. For the kernels \( \kappa_{JR}^1 \) and \( \kappa_{JR}^2 \) the additional condition of \( q \in [0,1] \) has to be fulfilled for positive definiteness.

Therefore we can finally state the following corollary for divergence based kernels:

**Corollary 2.11** The kernels given in Lemma 2.10 based on the Jensen-Shannon-divergence (17) and the Jensen-Rényi-α-divergence (19) are universal.

**Proof.** This property follows immediately from Lemma 2.10 together with the Lemma 2.9. ■

Last but not least we remark again that the kernels defined in Lemma 2.10 are differentiable [48], which relates them to the considerations in Sect. 4.
3 Reproducing Kernels for Banach Spaces

Banach spaces are the generalization of Hilbert spaces in such a way that the existence of an inner product is not assumed. Therefore, a straightforward definition of reproducing kernels as for Hilbert spaces is not possible. However, under certain assumptions an analog approach can be established. We adopt the following explanations from Zhang et al. [49].

3.1 Semi-inner Products for Vector Spaces

We need some preliminary definitions, facts and notations in the beginning. We start with the fact that to each vector space $V$ exists a dual space $V^*$ of linear real functions, which itself is again a vector space. A normed vector space $V$ taken as a vector space is called reflexive if $(V^*)^* = V$. Further, the normed vector space $V$ is said to be Gâteaux-differentiable, if for all elements $v, w \in V \setminus \{0\}$ and $t \in \mathbb{R}$ the Fréchet derivative

$$
\partial_F (v, w) = \lim_{t \to 0} \frac{\|v + t \cdot w\|_V - \|v\|_V}{t}
$$

exists [17]. The space $V$ is denoted as uniformly differentiable or uniformly Fréchet-differentiable, if the limit is approached uniformly on $S(V) \times S(V)$ with $S(V) = \{v \in V, \|v\|_V = 1\}$ is the unit sphere. Additionally, we need the definition of the concept of uniform convexity: A normed vector space $V$ is uniformly convex if for all $\varepsilon > 0$ there exists a $\delta > 0$ such that $\|v + w\|_V \leq 2 - \delta$ is valid for all $v, w \in S(V)$ with $\|v - w\|_V \geq \varepsilon$. The uniform convexity is closely related to the Fréchet differentiability: A normed vector space is uniformly Fréchet differentiable iff its dual space is uniformly convex [9]. Just a last definition is required in advance:

**Definition 3.1** Let $V$ be a vector space and $[\cdot, \cdot]_V : V \times V \to \mathbb{C}$ a function such that for all $u, v, w \in V$ and $\alpha \in \mathbb{C}$ the conditions

1. $[u + v, w]_V = [u, w]_V + [v, w]_V$
2. $[\alpha u, v]_V = \alpha [u, v]_V$ and $[u, \alpha v]_V = \bar{\alpha} [u, v]_V$
3. $[v, v]_V > 0$ for $v \neq 0$
4. $\| [u, v]_V \|^2 \leq [u, u]_V \cdot [v, v]_V$ (Cauchy-Schwarz inequality)
are valid. Then this function is called a semi-inner product (s.i.p.).

This definition was introduced by G. Lumer in [23] and nourished by J.R. Giles in [11]. The semi-inner product differs from an usual inner product in that way that one can always find $u, v, w \in V$ such that

$$[u, v + w]_V \neq [u, v]_V + [u, w]_V$$

which is equivalent to the property $[u, v]_V \neq [v, u]_V$ of the conjugate asymmetry.

The following lemma was presented in [49]:

**Lemma 3.2** A semi-inner product on a complex vector space $V$ is an inner product iff for all $u, v, w \in V$

$$[u, v + w]_V = [u, v]_V + [u, w]_V$$

holds.

Although not being an inner product, the semi-inner product induces a norm for a vector space. The following theorem was proofed in [11] and [23]:

**Theorem 3.3** A vector space $V$ equipped with a semi-inner product $[\cdot, \cdot]_V$ is a normed space with the induced norm

$$\|v\|_V = \sqrt{[v, v]_V}$$  \hspace{1cm} (21)

and, conversely, for a normed vector space always a semi-inner product can be defined, which induces the norm via (21).

According to this theorem we denote a vector space $V$ with a semi-inner product $[\cdot, \cdot]$ a s.i.p. space. Obviously, it defines a metric, too. Yet, the determination of a semi-inner product for a given norm is in general not unique. The uniqueness is ensured if the vector space is Fréchet differentiable.

**Theorem 3.4** If a s.i.p. space $V$ is Gâteaux differentiable, then the semi-inner product is uniquely defined for all $v, w \in V$ and $v \neq 0$ by

$$\text{Re} ([w, v]_V) = \|v\|_V \cdot \partial_F (v, w)$$

with the Fréchet derivative $\partial_F (v, w)$ from (20).

The proof of this theorem can be found in [49].
3.2 Banach Spaces as Semi-inner Product Spaces

With the above preliminary definitions and results we are now able to characterize Banach spaces more precisely reflecting semi-inner product properties for these spaces. In particular, we are able to determine kernel functions and respective feature maps for so-called reproducing kernel Banach space (RKBS) comparable to those known from RKHS. Again we follow the argumentation by ZHANG ET AL. [49].

The first statement is that an uniformly convex Banach space $\mathcal{B}$ is reflexive, i.e. $\mathcal{B} = (\mathcal{B}^*)^*$. Together with the property of differentiability a Riesz-representation-theorem can be stated [11]:

**Theorem 3.5** Let $\mathcal{B}$ be uniformly convex and uniformly Fréchet-differentiable Banach space with its dual $\mathcal{B}^*$. Then there exists for each $f \in \mathcal{B}^*$ an unique $g \in \mathcal{B}$ such that $f^* = g$ with

$$f(h) = [h, g]_\mathcal{B}$$

(22)

for all $h \in \mathcal{B}$. Moreover, $\|f\|_{\mathcal{B}^*} = \|g\|_\mathcal{B}$

By means of the last theorem a norm preserving bijection $f \to f^*$ is established between uniformly convex, uniformly Fréchet-differentiable Banach space $\mathcal{B}$ and its dual $\mathcal{B}^*$. The object $f^*$ is called the dual element of $f$. This duality mapping, however, is in general non-linear. Otherwise, because $\mathcal{B}^*$ is uniformly Fréchet-differentiable, by means of Lemma 3.2 it is equipped with an unique semi-inner product

$$[h^*, g^*]_{\mathcal{B}^*} = [h, g]_{\mathcal{B}}$$

(23)

induced by that of the Banach space $\mathcal{B}$.

**Definition 3.6** A reflexive Banach space $\mathcal{B}$ of functions on a vector pace $V$ for which $\mathcal{B}^*$ is isometric to a Banach space $\mathcal{B}^\#$ of functions on $V$ and the point evaluation is continuous on both $\mathcal{B}^*$ and $\mathcal{B}^\#$ is denotes as a reproducing kernel Banach space (RKBS) on $V$.

For RKBS now it is possible to identify a reproducing kernel [49]:

**Theorem 3.7** Suppose $\mathcal{B}$ to be a RKBS on $V$. Let further be $(\cdot, \cdot)_\mathcal{B}$ be a bi-linear form on $(\mathcal{B} \times \mathcal{B}^*)$. Then there exists an unique function $\kappa: V \times V \to \mathbb{C}$ satisfying the following conditions:
1. for each \( v \in V \) the function \( \kappa(\cdot, v) \in B^* \) and
\[
f(v) = (f, \kappa(\cdot, v))_B \text{ for all } f \in B
\] (24)

2. for each \( v \in V \) the function \( \kappa(v, \cdot) \in B \) and
\[
f^*(v) = (\kappa(v, \cdot), f^*)_B \text{ for all } f^* \in B^*
\] (25)

3. the linear span of \( B_\kappa = \{ \kappa(v, \cdot) : v \in V \} \) is dense in \( B \), i.e.
\[
\overline{\text{span}} B_\kappa = B
\] (26)

4. the linear span of \( B^*_\kappa = \{ \kappa(\cdot, v) : v \in V \} \) is dense in \( B^* \), i.e.
\[
\overline{\text{span}} B^*_\kappa = B^*
\] (27)

5. for all \( u, v \in V \)
\[
\kappa(u, v) = (\kappa(u, \cdot), \kappa(\cdot, v))_B
\] (28)

The introduced function \( \kappa \) is called the reproducing kernel for the RKBS \( B \).
It is unique for a given RKBS but it turns out that several RKBS may have the same reproducing kernel.
By the following theorem it is possible to generate a reproducing kernel and their corresponding RKBS using the concept of feature maps:

**Theorem 3.8** Let \( W \) be a reflexive Banach space on \( V \) with its dual space \( W^* \).
Assume that there exist feature mappings \( \Phi : V \to W \) and \( \Phi^* : V \to W^* \) such that
\[
\overline{\text{span}} \Phi(V) = W \quad \text{and} \quad \overline{\text{span}} \Phi^*(V) = W^*
\] (29)
holds. Let further be \( (\cdot, \cdot)_W \) be a bi-linear form on \( (W \times W^*) \). Then \( B = \{(w, \Phi^*(\cdot))_W | w \in W\} \) with the norm
\[
\| (w, \Phi^*(\cdot))_W \|_B = \| w \|_W
\] (30)
is a RKBS on \( V \) with the dual space \( B^* = \{(\Phi(\cdot), w^*)_W | w^* \in W^*\} \) equipped with
the norm
\[
\| (\Phi(\cdot), w^*)_W \|_{B^*} = \| w^* \|_{W^*}
\] (31)
and the bi-linear form
\[
((w, \Phi^*(\cdot))_W, (\Phi(\cdot), w^*)_W)_B = (w, w^*)_W
\] (32)
with \( w \in \mathcal{W} \) and \( w^* \in \mathcal{W}^* \). Further, for the unique reproducing kernel \( \kappa_\Phi : V \times V \rightarrow \mathbb{C} \) on \( \mathcal{B} \) corresponding to the feature map \( \Phi \) the relation

\[
\kappa_\Phi (u, v) = (\Phi (u), \Phi^* (v))_\mathcal{W}
\]  

(33)
is valid for \( u, v \in V \).

**Remark 3.9** It turns out that for a reflexive Banach space \( \mathcal{W} \) on \( V \) and a function \( \kappa_\Phi : V \times V \rightarrow \mathbb{C} \) it is necessary and sufficient to be a reproducing kernel that \( \kappa_\Phi \) is of the form (33) and the mappings \( \Phi : V \rightarrow \mathcal{W} \) and \( \Phi^* : V \rightarrow \mathcal{W}^* \) satisfy (29), see [49].

In the next step we relate RKBS to semi-inner product spaces. We denote a uniformly convex, uniformly Fréchet-differentiable RKBS \( \mathcal{B} \) on a vector space \( V \) a s.i.p. reproducing kernel Banach space (s.i.p. RKBS). As a consequence of Lemma 3.2, we immediately have that a RKHS is a s.i.p. RKBS. Obviously, also the dual \( \mathcal{B}^* \) of a s.i.p. RKBS \( \mathcal{B} \) is a s.i.p. RKBS itself. Hence, the unique s.i.p. \( [\cdot, \cdot]_\mathcal{B} \) characterizes the relation between the s.i.p. RKBS \( \mathcal{B} \) and its dual \( \mathcal{B}^* \) according to the Riesz-Theorem 3.5. This observation leads to the following more specific representer theorem presented by Zhang et al. in [49]:

**Theorem 3.10** Let \( \mathcal{B} \) be a s.i.p RKBS on a vector space \( V \) and \( \kappa_\Phi \) its reproducing kernel determined by the feature map \( \Phi : V \rightarrow \mathcal{B} \). Then there exist an unique function \( \gamma : V \times V \rightarrow \mathbb{C} \) such that \( \{\gamma (v, \cdot) : v \in V\} \subseteq \mathcal{B} \) and

\[
f (u) = [f, \gamma (u, \cdot)]_\mathcal{B}
\]  

(34)

for all \( f \in \mathcal{B} \) and \( u \in V \). The function \( \gamma \) is denoted as s.i.p. kernel, which is related to the reproducing kernel by

\[
\kappa_\Phi (\cdot, v) = (\gamma (v, \cdot))^*
\]  

(35)

and

\[
f^* (v) = [\kappa_\Phi (v, \cdot), f]_\mathcal{B}
\]  

(36)

for all \( f \in \mathcal{B} \) and \( v \in V \).

For RKHS the s.i.p. kernel is identical with the reproducing kernel. In general, if for a s.i.p. RKBS \( \kappa_\Phi \equiv \gamma \) holds, we call it a s.i.p. reproducing kernel denoted
by $\gamma_\Phi$ to keep in mind its connection to the feature map $\Phi$. From (34) it becomes clear that

$$\gamma_\Phi (u,v) = [\gamma_\Phi (u,\cdot), \gamma_\Phi (v,\cdot)]_B$$

which shows the formal equivalence to reproducing kernels for RKHS.

Analogously to Theorem 3.8 and the Remark 3.9 the following theorem is valid for s.i.p. reproducing kernels:

**Theorem 3.11** Let $\mathcal{W}$ be an uniformly convex, uniformly Fréchet-differentiable Banach space on $V$ and $\Phi$ a map $\Phi : V \to \mathcal{W}$ such that

$$\text{span} \Phi (V) = \mathcal{W} \text{ and } \text{span} \Phi^* (V) = \mathcal{W}^*$$

holds. Then $B = \{ [\mathbf{w}, \Phi (\cdot)]_\mathcal{W} | \mathbf{w} \in \mathcal{W} \}$ with the semi-inner product

$$[[\mathbf{w}, \Phi (\cdot)]_\mathcal{W}, [\mathbf{z}, \Phi (\cdot)]_\mathcal{W}]_B := [\mathbf{w}, \mathbf{z}]_\mathcal{W}$$

and $B^* = \{ [\Phi (\cdot), \mathbf{w}]_\mathcal{W} | \mathbf{w} \in \mathcal{W} \}$ equipped with the semi-inner product

$$[[\Phi (\cdot), \mathbf{w}]_\mathcal{W}, [\Phi (\cdot), \mathbf{z}]_\mathcal{W}]_{B^*} := [\mathbf{z}, \mathbf{w}]_\mathcal{W}$$

are uniformly convex and uniformly Fréchet-differentiable Banach spaces. The space $B^*$ is the dual of $B$ with the bi-linear form

$$([\mathbf{w}, \Phi (\cdot)]_\mathcal{W}, [\Phi (\cdot), \mathbf{z}]_\mathcal{W})_B := [\mathbf{z}, \mathbf{w}]_\mathcal{W} \text{ for } \mathbf{z}, \mathbf{w} \in \mathcal{W}.$$ (41)

Further, the unique s.i.p. reproducing kernel $\gamma_\Phi : V \times V \to \mathbb{C}$ of $B$ is given by

$$\gamma_\Phi (u,v) = [\Phi (u), \Phi (v)]_\mathcal{W}$$

with $u,v \in V$, i.e. the s.i.p. reproducing kernel coincides with the reproducing kernel $\kappa_\Phi$ under this conditions, which legitimates the notation $\gamma_\Phi$ instead of simple $\gamma$.

**Remark 3.12** We observe that

$$||v||_\mathcal{W} = \sqrt{\gamma_\Phi (v,v)}$$

defines a metric $d_\mathcal{W}$ according to the Theorem 3.3.

Again, we can state the following characterization:
Remark 3.13 A function $\gamma_\Phi$ on $V \times V$ is a s.i.p. reproducing kernel iff it is of the form (42) with the feature map $\Phi : V \rightarrow W$ from a vector space $V$ to a uniformly convex, uniformly Fréchet-differentiable Banach $W$ satisfying (38), see [49]. The space $W$ is also denoted as the feature space.

It follows from the duality relationship (35) and the density condition (27) that for a s.i.p. kernel $\gamma$ of a s.i.p. RKBS $B$ on $V$ the equivalence
\[
\overline{\text{span}} \{ (\gamma_\Phi (v, \cdot))^* : v \in V \} = B^*
\]
(44) is valid. According to the above Remark 3.13 the relation $\kappa_\Phi \equiv \gamma_\Phi$ between the reproducing and the s.i.p. reproducing kernel only holds iff
\[
\overline{\text{span}} \{ \gamma_\Phi (v, \cdot) : v \in V \} = B
\]
(45)
and the duality mapping from $B$ to $B^*$ become non-linear if $B$ is not a Hilbert space, i.e. (44) does not always implies (45).

3.3 Some Properties of S.i.p. Reproducing Kernels and their S.i.p. RKBS

In this section we will consider some properties of s.i.p. reproducing kernels, which are interesting in the context of machine learning.

Let $\gamma_\Phi : V \times V \rightarrow \mathbb{C}$ be a s.i.p. reproducing kernel such that (38) and (42) are satisfied. From the Definition 3.1 properties 3 and 4 it follows that $\gamma_\Phi (v, v) \geq 0$ for all $v \in V$ and the s.i.p.-Cauchy-Schwarz-inequality
\[
\gamma_\Phi (u, v) \leq |\gamma_\Phi (u, u)| \cdot |\gamma_\Phi (v, v)|
\]
(46)
for all $u, v \in V$ is still valid. However, we can not generally assume a complex s.i.p. kernel to be positive definite. For an example we refer to [49] and Example 3.18.

Let the sequence of $f_n \in B$ converge to $f$ in s.i.p. RKBS $B$ over the vector space $V$ with the s.i.p. kernel $\gamma_\Phi$. As a consequence of the s.i.p.-Cauchy-Schwarz-inequality (46) for all $v \in V$ the limes
\[
f_n (v) \rightarrow f (v)
\]
is valid and the limit is uniform if $\gamma_\Phi (u, v)$ is bounded. This property is called point-wise convergence.

In analogy to the universality of kernels for RKHS, we now characterize the concept universality for s.i.p. kernels.
Definition 3.14 Suppose, \((V,d)\) is a compact metric space and \(\gamma_\Phi : V \times V \to \mathbb{C}\) is a s.i.p. reproducing kernel on \(V\). The s.i.p. kernel \(\gamma_\Phi\) is called weakly universal if it is continuous and bounded and the space of induced functions
\[
\mathcal{I}_{\gamma_\Phi} = \{\gamma_\Phi(v, \cdot)|v \in V\}
\]
is dense in \(C(V)\).

We can state the following proposition [49]:

Proposition 3.15 Let \((V,d)\) be a compact metric space and \(\Phi\) be a feature map from \(V\) to a Banach space \(W\) such that both \(\Phi : V \to W\) and \(\Phi^* : V \to W^*\) are continuous. Then the s.i.p. kernel \(\gamma_\Phi : V \times V \to \mathbb{C}\) defined by (42) is continuous and, there holds in \(C(V)\) the equality
\[
\text{span} (\mathcal{I}_{\gamma_\Phi}) = \text{span} \{[w, \Phi(\cdot)]_W | w \in W\}.
\]
Consequently, the s.i.p. kernel \(\gamma_\Phi\) is weakly universal iff
\[
\text{span} \{[w, \Phi(\cdot)]_W | w \in W\} = C(V).
\]

Remark 3.16 Obviously, for weakly universal kernels the metric \(d_{\gamma_\Phi}\) from (4) coincides with \(d_W\) defined in Remark 3.12 on \(\mathcal{I}_{\gamma_\Phi}\).

In conclusion we explicitly state the following lemma which is the complement of the Lemma 2.7 for RKHS:

Lemma 3.17 Let \((V,d_V)\) be a compact metric space, \(\gamma_\Phi : V \times V \to \mathbb{R}\) a continuous weakly universal s.i.p. kernel with the feature map \(\Phi : V \to B\) and \(B\) being an uniformly convex, uniformly Fréchet-differentiable Banach space. Let \(d_B\) be the metric determined by the norm via (42) induced by the kernel \(\gamma_\Phi\). If the space of induced functions \(\mathcal{I}_{\gamma_\Phi}\) defined in (47) is dense in the space of continuous functions \(C(V)\), then the metric space \((V, d_B)\) is topologically equivalent to induced space \(\mathcal{I}_{\gamma_\Phi}\) with the metric \(d_B\). Moreover, both spaces are isometric.

Proof. The kernel \(\gamma_\Phi\) is assumed to be continuous and weakly uniform. Hence, the space of induced functions \(\mathcal{I}_{\gamma_\Phi}\) is dense in the space of continuous functions \(C(V)\) with the metric \(d_B\) determined by the norm (43). According to the Remark 2.5 we can apply the Steinwart-Theorem 2.4 for universal kernels in RKHS although we have only the weak universality of a s.i.p. kernel. Hence, the uniquely
Figure 2: Visualization of the statement of Lemma 2.7: For s.i.p.-universal kernels $\gamma_\Phi$ the metric spaces $(V,d_B)$ and $(I_{\gamma_\Phi},d_B)$ are topologically equivalent and isometric by means of the continuous bijective mapping $\Phi \circ \Psi^{-1}$.

The corresponding feature map $\Phi : V \rightarrow B$ is injective and, together with the continuity ensured by the Remark 2.2, it is bijective for $\Phi : V \rightarrow I_{\gamma_\Phi} \subseteq B$, whereby $B$ is equipped with the Banach space metric $d_B$. Moreover, it follows from Lemma 2.1 again together with the Remark 2.2 that the identity map

$$\Psi : (V,d_V) \rightarrow (V,d_B)$$

is also continuous and, therefore, bijective. Hence, the map $\Phi (\Psi^{-1} (v)) = \Phi \circ \Psi^{-1} (v)$ with $v \in (V,d_B)$ is bijective and continuous. Therefore, $(V,d_B)$ and $I_{\gamma_\Phi}$ are isomorphic and, according to Remark 3.16, also isometric. 

The result of the Lemma 3.17 is visualized in Fig.3.3

We now give examples of universal s.i.p. kernels [49]:

**Example 3.18** We assume that $V \subseteq \mathbb{R}$.

1. Let be $V = \mathbb{R}$, then $\gamma_\Phi = \exp (-|u - v|)$ is an universal s.i.p. kernel.
2. Let be $V = (0,1)$, then $\gamma_\Phi = \exp (-|u - v|)$ is an universal s.i.p. kernel.
3. Let be $V = [0,\infty)$, $1 < p < \infty$ and $B = l_2(N_2)$. Further, suppose $\Phi (x) = (1,v) : V \rightarrow B$. Then

$$\Phi^* (v) = \frac{(1,v^{p-1})}{(1 + v^p)^{\frac{p-2}{p}}}$$
holds and
\[ \gamma_{\Phi}(u,v) = \frac{(1 + u \cdot v^{p-1})}{(1 + v^p)^{\frac{p-2}{p}}} \]
is an universal s.i.p. kernel. However, it is only positive definite iff \( p = 2 \).

4 Differentiable Kernel and Gradient Based Vector Quantization

Vector quantization can be distinguished into unsupervised and supervised approaches. The main task for unsupervised models is to minimize some reconstruction error \( E \) for a given data set \( V \subseteq \mathbb{R}^n \) of vectors \( v \) with respect to set of prototypes \( W = \{ w_k \}_{k \in A} \), where \( A \) is a finite index set. Prominent examples are the self-organizing map (SOM, [19]), neural gas (NG, [25]), whereby for the SOM the variant of HESKES is taken [15]. For those models, the reconstruction error is given in terms of the dissimilarity measure \( d(v, w_k) \) between data and prototypes, which is assumed to be differentiable. In that case, the gradient \( \partial E / \partial w_k \) contains the derivative \( \partial d(v, w_k) / \partial w_k \) originating from the chain rule of differentiation.

Prototype based classification in the context of learning vector quantization models (LVQ, [19]) was renewed by the idea of SATO\&YAMADA to approximate the non-differentiable classification error \( C \) by a differentiable function \( E_C \) [40, 39]. As in unsupervised vector quantization, \( E_C \) depends on the underlying dissimilarity measure \( d(v, w_k) \). Hence, gradient based classification learning also requires the term \( \partial d(v, w_k) / \partial w_k \).

For example, the cost function of the unsupervised self-organizing maps (SOM) for vector quantization in the variant of T. HESKES is

\[
E_{SOM} = \int P(v) \sum_{r \in A} \delta_r(v) \sum_{r' \in A} h_{\sigma}^{SOM}(r, r') \frac{K(\sigma)}{2} d(v, w_{r'}) dv \tag{48}
\]

with the so-called neighborhood function

\[
h_{\sigma}^{SOM}(r, r') = \exp \left( -\frac{||r - r'||_A}{2\sigma^2} \right)
\]

and \( ||r - r'||_A \) is the distance in the SOM-lattice \( A \) according to its topological structure [15]. \( K(\sigma) \) is a normalization constant depending on the neighborhood range \( \sigma \). Then the stochastic gradient prototype update for all prototypes is given
as [15]:
\[ \Delta \mathbf{w}_r = -\varepsilon h_{\sigma}^{SOM}(r, s(v)) \frac{\partial d(v, \mathbf{w}_r)}{\partial \mathbf{w}_r}. \] (49)
depending on the derivatives of the used dissimilarity measure \( d \), which allows the application of differentiable kernel metrics.

Analogously the widely used \textit{supervised} generalized learning vector quantization scheme (GLVQ) with the cost function
\[ E(W) = \frac{1}{2} \sum_{v \in V} f(\mu(v)) \text{ with } \mu(v) = \frac{d^+(v) - d^-(v)}{d^+(v) + d^-(v)} \] (50)
can be treated: the related gradient learning is based on the (stochastic) derivatives
\[ \frac{\partial_s E}{\partial \mathbf{w}^+} = \frac{\partial_s E}{\partial d^+} \frac{\partial d^+}{\partial \mathbf{w}^+}, \quad \frac{\partial_s E}{\partial \mathbf{w}^-} = \frac{\partial_s E}{\partial d^-} \frac{\partial d^-}{\partial \mathbf{w}^-} \] (51)
with \( \frac{\partial_s}{\partial \mathbf{w}^+} \) and
\[ \frac{\partial_s E}{\partial d^+} = \frac{2d^-(\mu(v))}{(d^+ + d^-)^2}, \quad \frac{\partial_s E}{\partial d^-} = -\frac{2d^+(\mu(v))}{(d^+ + d^-)^2}. \]
where \( \mu(v) \) is the classifier function with \( d^+(v) = d(v, \mathbf{w}^+) \) denotes the distance between the data point \( v \) and the nearest prototype \( \mathbf{w}^+ \), belonging to the same class as the presented data point. In the second equation the abbreviation \( d^+ \) for \( d^+(v, w) \) in (50) is some differentiable dissimilarity measure with respect to \( w \). Hence, it could be replaced in (51) by a differentiable kernel metric. Analogously \( d^- \) is defined as the distance to the best prototype of all other classes.

Thus stochastic gradient learning in supervised and unsupervised vector quantization can be seen as a gradient descent learning of an error function in the metric space \( (V, d(v, \mathbf{w}_k)) \). Obviously, under gentle conditions on \( V \) (continuous, local convex, ...) it can be assumed that \( \partial d(v, \mathbf{w}_k)/\partial \mathbf{w}_k \in V \) is valid. Yet, the choice of the metric is free except the necessary differentiability. Hence, metrics determined by differentiable kernel are applicable. Obviously, the kernels presented in Example 2.8 as well as the information theoretic kernels in Lemma 2.10 are differentiable (for the latter kernels, see [48] for differentiability of the respective divergences). If such a metric is obtained from an universal kernel \( \kappa_\Phi \) or \( \gamma_\Phi \) for RKHS and RKBS, respectively, the Lemmata 2.7 and 3.17 ensure the topological and isometric equivalence to the respective Hilbert or Banach space. Hence, the algorithm operates in the same structural space as SVMs do and, therefore,
can profit from its richness in shape, which frequently delivers excellent performance. More properties of differentiable Mercer-like kernels and their reproducing properties can be found in [10].

5 Conclusion

In this paper we considered the theoretical framework for applying differentiable kernels in supervised and unsupervised prototype based vector quantization. We show that utilization of a data metric determined by universal kernels as known from support vector machines leads to an optimization space equivalent and isometric to a reproducing kernel Hilbert or Banach space. Hence, gradient based vector quantization schemes with differentiable universal kernels can benefit from this property. The main results of topological and isometric equivalence are the Lemmata 2.7 and 3.17. Last but not least we provide some examples of differentiable universal kernels based on divergences as fundamental information theoretic concepts.

An important future task, which is just in progress, is the transfer of these ideas to non-Euclidean online principal component learning according to E. Oja’s learning algorithms, which are based on the Euclidean inner product but could be replaced by a kernel [30],[31].
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