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Intelligent agents interacting with humans through conversation (such as a robot,

embodied conversational agent, or chatbot) need to receive feedback from the human

to make sure that its communicative acts have the intended consequences. At the same

time, the human interacting with the agent will also seek feedback, in order to ensure

that her communicative acts have the intended consequences. In this review article,

we give an overview of past and current research on how intelligent agents should

be able to both give meaningful feedback toward humans, as well as understanding

feedback given by the users. The review covers feedback across different modalities

(e.g., speech, head gestures, gaze, and facial expression), different forms of feedback

(e.g., backchannels, clarification requests), and models for allowing the agent to assess

the user’s level of understanding and adapt its behavior accordingly. Finally, we analyse

some shortcomings of current approaches to modeling feedback, and identify important

directions for future research.

Keywords: feedback, grounding, spoken dialogue, multimodal signals, human-agent interaction, review

1. INTRODUCTION

Any intelligent system interacting with an environment needs to receive feedback in order to
understand the consequences of its actions (Wiener, 1948). Thus, an intelligent system interacting
with humans (such as a robot, virtual agent, or chatbot) also needs to receive feedback across
multiple modalities to make sure that its communicative acts have the intended consequences. At
the same time, the human interacting with the agent will also seek feedback, in order to ensure that
her communicative acts have the intended consequences. Another way of saying this is that the
agent and the human need to reachmutual understanding, which means that both parties believe
that they share common ground (Clark, 1996), and in this process, the exchange of feedback is
vital (Allwood et al., 1992).

Clark (1996) proposes that communication depends on a two-track system. On Track 1, the
main communicative goals are accomplished (such as getting an answer to a question or proposing
a joint dinner). On Track 2, the speakers exchange feedback regarding their communicative
success. Thus, every contribution enacts the collateral question “Do you understand what I mean
by this?”. This model is illustrated in Figure 1, which also illustrates the different tasks that have
to be considered when developing an agent that is both capable of generating feedback toward the
human, as well as identifying and classifying feedback received from the human.

In this review article, we will provide an overview of how feedback in human-agent conversation
has been modelled. There already exist a few review articles that focus on how agents should be able
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FIGURE 1 | An abstract representation of how feedback-aware and feedback-generating systems function.

to produce feedback in the form of backchannels (brief listener
responses; de Kok and Heylen, 2012; Bevacqua, 2013). However,
we have noticed a lack of reviews providing a more holistic
overview of the area, which do not just focus on backchannels,
and which take both human-agent and agent-human feedback
into account. This is the motivation for this review.

Although feedback is relevant for any form of human-
machine interaction, we will focus on conversational interaction
in this review. We will cover research related to the interaction
between humans, robots, virtual agents, and chatbots, but we
will put less stress on the specific platform or embodiment of
the agent, as we believe most of the aspects related to feedback
should be of generic interest. Another theme in this review is
to highlight the theories on feedback that come from studies of
human-human conversation.We hope this canmotivate a higher
awareness of such theories in the development of computational
models of feedback in human-agent conversation.

This review article is structured as follows. We will start with
a general background on theories of feedback in conversation
between humans (Section 2).Wewill then focus on research done
on modeling feedback produced by the agent toward the human
(Section 3), followed by coverage of work done on feedback
from the human toward the agent (Section 4). After this, we will
provide an analysis of the research field in order to highlight
topics where we think more research is needed (Section 5).

2. FEEDBACK IN COMMUNICATION

The term feedback comes originally from the field of cybernetics,
defined by Wiener (1948) as “the scientific study of control
and communication in the animal and the machine.” There,
it denotes the general processes by which a control unit gets
information about the consequences of its actions. Thus, in
linguistics, feedback should be understood as the more specific
process by which speakers get information about how their
communicative act was received by their listeners, and the
consequences it may have.

A general distinction can be made between negative and
positive feedback (Allwood et al., 1992; Clark, 1996), where

negative feedback informs the speaker that the communicative
act did not have the expected consequences, and positive
feedback informs the speaker that it did. The earlier the
speaker receives feedback, the sooner any problems in the
communication can be addressed. Thus, speakers do not
typically wait to receive feedback until after their contribution is
complete. Instead, they continuously monitor the addressee for
understanding and may alter and adapt their utterance as it is
being produced (Bavelas et al., 2000; Clark and Krych, 2004).

One way of investigating the importance of feedback in
spoken interaction is to compare an interactive setting, where
one person gives instructions to another, to a pre-recorded
(non-interactive) instruction. Such studies have shown that
non-interactive settings (which lack opportunity for feedback)
result in the production of longer and less intelligible referring
expressions (Krauss and Weinheimer, 1966; Clark and Krych,
2004). Bavelas et al. (2000) investigated the setting of one person
telling a story to another person. In an experimental condition
where listeners were distracted, they produced fewer feedback
responses, which in turn made the narrator tell the story less well.
In this sense, the listeners could be described as “co-narrators,”
and the results highlight the importance of moment-by-moment
feedback in conversation.

According to Clark (1996), communication can be described
as the process by which we make our knowledge and beliefs
common, we add to our common ground, which should be
understood as the sum of our mutual knowledge, beliefs, and
suppositions. The process by which this is accomplished is called
grounding, which involves both a presentation phase and an
acceptance phase, corresponding to the two tracks illustrated in
Figure 1. In these terms, the feedback is found in the acceptance
phase. However, it is important to stress that most contributions
involve both an acceptance/feedback (of what was just said) as
well as a presentation of something new (Clark and Schaefer,
1989).

2.1. Feedback on Different Levels of Action
Both Allwood et al. (1992) and Clark (1996) make a distinction
between four levels of action that take place when a speaker is
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TABLE 1 | Examples of positive and negative feedback on different levels and

across different modalities (e.g., speech, facial expression, head gesture).

Level Positive Negative

Contact Backchannel (“mhm,” nod) “Are you there?”

Perception Backchannel, Repair initiator (“huh?”),

Frown

Understanding Reprise fragment (“blue”) Clarification request (“blue?”),

Frown

Attitude/Acceptance Acknowledgement (“okay”),

Agreement (“I agree”), Smile

“I don’t agree,” “I cannot find

that”

trying to communicate something to a listener, and feedback can
be related to these different levels. According to Allwood et al.
(1992), feedback can be related to:

• Attitude: The listener’s attitude toward the message. This could
involve whether they accept or reject a statement as being true,
or are willing to answer a question or accept a proposal, but
also emotional attitudes (e.g., whether they like or dislike the
message, or find it fun or boring).

• Understanding: Whether the listener is able to understand
the message.

• Perception: Whether the listener is able to perceive
the message.

• Contact: Whether the listener is willing and able to
continue the interaction (e.g., whether they pay attention to
the speaker).

According to Clark (1996), for communication to be “successful”
between two interlocutors, all these levels of action must succeed.
The order of the levels is important: in order to succeed on one
level, all the levels below it must be completed. Thus, we cannot
understand what a person is saying without hearing the words
spoken, we cannot hear the words without attending, and so on.
Clark (1996) calls this the principle of upward completion. As
communication problems may arise on all these levels, positive
and negative feedback can be given on a specific level. For
example, the phrase “sorry, what did you say” gives negative
feedback specifically on the level of perception. By the principle of
downward evidence, when positive evidence is given on one level,
all the levels below it are considered complete. Therefore, the
phrase “Okay, I see” entails not just positive acceptance, but also
positive understanding, perception and contact. Some examples
of positive and negative feedback on the four different levels are
shown in Table 1.

Of course, we do not always provide positive feedback on
every piece of information received. To some extent we must
assume understanding and acceptance (as long as we do not
get negative feedback), or else communication would not be
very efficient. Whether we require positive feedback is dependent
on the current situation and task. Clark (1996) uses the term
grounding criterion to denote this. If the cost ofmisunderstanding
is very high and has irreversible effects (for example if A asks
B to delete a file on their computer), the grounding criterion is
high, and both A and B are likely to exchange a lot of feedback

to ensure common ground before the command is executed. If
it is not so high (for example if A asks B to pass the milk), the
feedback can be omitted for sake of efficiency, leaving potential
misunderstandings to be sorted out later on.

2.2. Display of Understanding
Given the grounding criterion, positive feedback can be
characterized as stronger or weaker (apart from the four levels
outlined above), where stronger feedback is typically less efficient,
as discussed by Clark (1996). A simple “okay” might indicate that
the listener thinks that she has understood, without the speaker
being able to confirm this. Another form of weak evidence is to
simply provide a “relevant next contribution,” as in the following
example (where the speaker can at least partly confirm that the
overall intent was understood):

A: I want to go to Paris
B: On which date would you like to go?

A stronger form of positive feedback discussed by Clark (1996) is
display of understanding, where the listener repeats (or rephrases)
parts of the last contribution in their own contribution. While
being less efficient, it allows for the speaker to better verify the
reception. This can often be mixed with a new initiative, as in the
following example (sometimes called implicit verification in the
dialog system literature):

A: I want to go to Paris
B: On which date would you like to go to Paris?

Using the distinction made by Clark (1996) between Track 1
and Track 2 (as mentioned in the Section 1), this illustrates
how a contribution can mix information on both these tracks.
However, a display of understanding can of course also be done
as a contribution of its own:

A: I want to go to Paris
B: Okay, to Paris

2.3. Clarification Requests
A special form of negative feedback are clarification requests.
These are typically not mixed with the next contribution (i.e.,
they belong exclusively to Track 2) and thus have to be resolved
before the dialogue can proceed. Clarification requests can be
formulated as a wh-question (“What did you say?”), a yes/no-
question (“Did you say Paris?”) or an alternative question (“Did
you say Paris or London?”). They can also be given on the
different action levels outlined above, such as hearing (“Did you
say Paris?”) or understanding (“Do you mean Paris, France or
Paris, Texas?”; Rodríguez and Schlangen, 2004).

Many clarification requests are also provided in elliptical
form, as reprise fragments (“To Paris?”), reprise sluices (“A red
what?”), gaps (“A red . . . ?”), or in conventional form (“Huh?”
“Pardon?”; Purver, 2004). Thus, a reprise fragment (such as “to
Paris?”) can be very similar to the display of understanding
discussed above, although the interrogative interpretation puts
a higher expectation on the speaker to confirm the proposed
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interpretation. The difference can be marked prosodically. In
English, for example, a rising pitch can indicate that it is a
clarification request (Skantze et al., 2006).

2.4. Backchannels
The distinction made by Clark (1996) between Track 1 and
Track 2 is similar to, but not exactly the same as, the difference
described by Yngve (1970) between the main channel and the
backchannel. So-called backchannels can take the form of brief,
relatively soft vocalizations (e.g., “mm hm,” “uh huh,” “yeah”)
or gestures (e.g., head nods, facial expressions; Yngve, 1970).
Whereas, feedback in general can be produced as separate turns
(e.g., clarification requests), backchannels do not claim the floor
and are thus often produced in overlap with the speaker. The
phenomenon has also been referred to as “listener responses”
(Dittman and Llewellyn, 1967) and “accompaniment signals”
(Kendon, 1967) as well as many other terms (cf. Fujimoto, 2007).

Backchannels are often produced to maintain contact and
show continued attention, i.e., positive feedback on the lowest
level on the action ladder described above. Thus, the best way
to make someone stop speaking (at least over the telephone) is
to be completely silent (it will not take long before the other
speaker will say “are you there?”). However, backchannels can
be ambiguous, since they may also commit to higher action
levels, depending on their realization (Shimojima et al., 1998).
Small differences in prosody can have a big effect on their
perceived meaning, and they can even have a negative function
(like a prolonged “yeah . . . ” with a falling pitch). In a perception
experiment, Lai (2010) found that different intonation contours
of cue words (e.g., “yeah,” “right,” “really”) influence listeners’
perception of uncertainty. Gravano et al. (2007) did a similar
analysis of the word “okay,” and found that both prosody and
dialogue context affected the interpretation of the word as either
a backchannel, an acknowledgement, or a beginning of a new
discourse segment. In a study on human-robot interaction,
Skantze et al. (2014) found that both the lexical choice and
prosody in the users’ feedback are correlated with uncertainty,
and built a logistic regression classifier to combine these features.
It has also been shown how these different functions can be
achieved by varying the prosodic realization when synthesizing
short feedback utterances (Wallers et al., 2006; Stocksmeier et al.,
2007).

2.5. Timing and Elicitation of Feedback
The timing of feedback is important, as not all points of time
in an interaction are equally appropriate for providing feedback
(Skantze, 2021). At certain points in time, there are transition
relevance places (Sacks et al., 1974), where the turn can (but does
not have to) shift. Since backchannel feedback is typically not
considered to constitute a turn, it does not follow regular turn-
taking patterns. However, the timing of such feedback is still
coordinated, and should ideally be produced in stretches of time
called backchannel relevance spaces (Heldner et al., 2013; Howes
and Eshghi, 2021). In general, speakers coordinate their turn-
taking using turn-yielding and turn-holding cues in different
modalities (e.g., falling vs. rising pitch; Skantze, 2021). It is not
clear to what extent speakers produce these cues intentionally,

but they can certainly be used by the speaker to elicit feedback

from the listener.
Ward (1996) investigated a corpus of Japanese conversations

to find predictive cues for backchannels and found that
backchannels tended to come about 200 ms after a region of
low pitch. Gravano and Hirschberg (2011) investigated English
conversations and found that backchannels were often preceded
by rising pitch and higher intensity. Bavelas et al. (2002)
also examined gaze behavior around backchannels in dyadic
interactions, where one person was telling a story to the other.
They found that the speaker gazed at the listener at key points
during their turn to seek a response. At these points, the
listener was very likely to respond with a verbal or non-verbal
backchannel, after which the speaker quickly looked away and
continued speaking.

2.6. Feedback in Different Modalities
As exemplified in Table 1, feedback can be expressed in different
modalities. In addition to verbal and verbal-vocal feedback
signals, humans use head and hand gestures, facial expressions,
eye gaze, and other bodily means to provide feedback in
communication. Embodied listener feedback can be perceived
visually, which has the advantage that it “interferes” even less
with speakers’ ongoing verbal production than verbal-vocal
feedback (which is produced in a perceptually unobtrusive way to
minimize the potential of it being seen as a turn-taking attempt
and thus being disruptive; Heldner et al., 2010). Indeed, non-
verbal feedback is more likely to co-occur with speech than
verbal-vocal feedback (Truong et al., 2011). Nonverbal feedback
often combines two or more nonverbal modalities at once (e.g.,
a head nod combined with a smile) or nonverbal with verbal-
vocal modalities (e.g., a head nod combined with an “uh-huh”).
Such multimodal feedback expressions are frequent (Allwood
and Cerrato, 2003; Allwood et al., 2007; Malisz et al., 2016).

Gaze can serve as a turn-taking cue (Novick et al., 1996;
Jokinen et al., 2013), a backchannel-inviting cue from the speaker
toward the listener (Bavelas et al., 2002; Hjalmarsson and Oertel,
2012), and/or an indication of mutual attention (Frischen et al.,
2007). In terms of feedback, attending to the other speaker
corresponds to the lowest level of the feedback ladder discussed in
Section 2.1 above. If there is a cooperative task with objects in the
shared space, so-called joint attention can help to make sure that
both speakers attend to the same objects, and that references to
those objects are understood (Skantze et al., 2014). Gaze can also
be a signal from the listener to inform the speaker that the listener
is ready to interpret the speaker’s facial expressions (Jokinen and
Majaranta, 2013). Nakano et al. (2003) showed that maintaining
gaze on the speaker was often a sign of negative grounding,
specifically non-understanding.

Heylen (2006, 2008) argues that head gestures are
an especially important form of feedback when human
communication partners can see each other. Heylen (2006)
specifically points out three different uses of head gestures
as feedback: First, to signal that the listener is processing the
proposal of the speaker. An extension of this is to signal that
something the speaker said is especially hard to process or take
in. Second, to mark that the speaker can take the turn back and
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continue speaking, and third, to express an attitudinal reaction
to the content presented by the speaker, often in combination
with verbal feedback.

Porhet et al. (2017) found that head movements are the most
common feedback modality both from doctors toward their
patients and vice versa in a medical interaction corpus. The
authors also found that a nod from the speaking doctor toward
the listening patient is followed by a nod in response from the
patient 29% of the time. Włodarczak et al. (2012) found that
non-verbal feedback, including head movements, became more
common from listeners toward speakers when the listeners were
distracted by an unrelated task (pressing a button whenever the
speaker spoke a word starting with “s”). Inden et al. (2013) found
that head gestures from the listener were increasingly more likely
as time passes in the speaker’s turn. Forty percent of the listener’s
head gestures overlapped with the end of the speaker’s turn,
which indicates that they serve as a turn-yielding cue.

3. FEEDBACK FROM AGENTS TOWARD
USERS

This section reviews the state of the art in conversational agents
that are able to generate linguistic and multimodal feedback
in response to their human interaction partners’ utterances.
We begin by looking at different motivations for providing
backchannel feedback and resulting design and modeling
decisions (Section 3.1). We follow up on this by discussing
the use of feedback to handle uncertainties stemming from
automatic speech recognition (ASR) and contrast this with
the research on backchannel-like feedback (Section 3.2). We
then review different aspects that need to be considered when
providing feedback: timing (Section 3.3), function (Section 3.4),
form and multimodality (Section 3.5). Finally, we conclude
the section with implications for future conversational agent
development (Section 3.6).

3.1. Motivations for Agents to Providing
Feedback
As we have seen, feedback in dialogue has several purposes
and the motivation for endowing agents with mechanisms to
provide feedback to human users varies among authors. A rather
practically oriented motivation, mentioned in the literature early
on, is based on the importance of feedback as a “design principle”
in human-computer interaction in general (Norman, 1990).
Processing user input takes its time and a spoken language system
that does not provide feedback on (at least) the levels of contact or
perception leaves the user in an “ambiguous silence” (Yankelovich
et al., 1995) that can either mean that processing of user speech
is still ongoing or that user input was not even perceived and
waiting longer will not solve the problem. A system that provides
feedback makes its state of processing transparent. Users can
evaluate immediately whether an utterance was perceived and
act on that information (e.g., by waiting or by making another
attempt). Feedback of this type has been widely adopted in
voice assistants, where it is often displayed visually (using light

indicators or on-screen visualizations) or auditorily (using non-
linguistic sound effects). Embodied, anthropomorphic agents can
use natural human-like signals for this purpose, e.g., displaying
their attentiveness by imitating natural gaze patterns, facial
expressions—or providing linguistic and nonverbal backchannel
feedback (Skantze et al., 2015).

A motivation that is related and mentioned often in research
papers is to make the interaction (appear to be) more responsive
and more efficient (Ward, 1996) or to increase the perceived
“fluidity” (Cassell and Thórisson, 1999). More specifically, the
ability of an agent to provide appropriate backchannels has often
been motivated by the increased sense of rapport that could be
achieved (Gratch et al., 2006, 2007). Rapport describes how close
to each other participants feel during an interaction and can be
broken down conceptually into mutual attentiveness, positivity,
and coordination (Tickle-Degnen and Rosenthal, 1990). Ward
and DeVault (2016) pointed out rapport as one of the benefits
of systems that take user emotions and feedback into account,
alongside naturalness and improved task performance.

In other research papers, the primary motivation to
endow agents with feedback capabilities goes beyond these
considerations that focus on low-level functions and instead they
see agent-feedback as foundational to the collaborative nature of
dialogue (Brennan and Hulteen, 1995) and its importance in the
process of constructing common ground (Jonsdottir et al., 2007;
Kopp et al., 2007, 2008).

A completely different line of motivation—that many papers
mention—is that providing feedback to users increases the
perceived “naturalness” (Al Moubayed et al., 2009), “human-
likeness” (Edlund et al., 2008), “life-likeness” (Cassell and
Thórisson, 1999), and “credibility in behavior” (Bevacqua et al.,
2008) of conversational agents. The hope is that conversational
agents providing feedback result in more pleasant (Ward, 1996)
and more engaging user-experiences, and in an increase in
acceptance (Cathcart et al., 2003).

From this analysis of motivations, two overarching—
not necessarily independent—goals in modeling feedback
production in conversational agents can be identified: (1)
ensuring common ground, and (2) increasing the perceived
naturalness of an agent’s behavior. These goals can be pursued
in different ways. In order to generate agent feedback, some
work models the dialogue and language processing aspects
underlying feedback. In contrast to this, other work is primarily
concerned with creating natural and believable agent behavior.
We call these approaches grounding-focussed and surface-

focussed, respectively.

3.2. Feedback and Error Handling in
Spoken Dialogue Systems
In the early days of spoken dialogue systems, ASR errors were
very frequent, and so it was important to develop strategies for
preventing, detecting, and repairing such errors (Bohus, 2007;
Skantze, 2007). This was often done through either implicit
or explicit verification (or confirmation), corresponding to the
notions of display of understanding and clarification request, as
discussed and exemplified in Sections 2.2 and 2.3 above. Larsson
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(2003) showed how these different strategies can be mapped
to the levels of understanding proposed by Clark (1996), as
described in Section 2.1. Typically, the ASR confidence score
was used to determine what kind of strategy was appropriate
(i.e., if the score was low, a more explicit verification was used).
This verification (a form of feedback) would then give the
user a chance to correct any potential misunderstandings in
the next turn (Skantze, 2007). Since these corrections were in
themselves also associated with uncertainties, statistical models
were developed for tracking the system’s belief in the user’s
intentions over multiple turns (Bohus and Rudnicky, 2005),
eventually leading to a substantial body of work in what is
called Dialog State Tracking (Williams et al., 2014) and the
use of reinforcement learning to learn optimal strategies for
resolving uncertainties (Rieser and Lemon, 2011). Using the
distinctions made above, this line of work can be described
as grounding-focused.

In parallel to this, much research has been done on how
conversational agents should be able to provide verbal-vocal and
multimodal backchannel-like feedback. However, this type of
feedback in conversational agents is usually produced in a way
that is much less deliberately planned, often in parallel to regular
conversational actions (and by parallel system components), i.e.,
in a more surfaced-focused manner. Feedback of this type often
does not appear in the dialogue record and is not generated in
order to track the level of mutual understanding between the
agent and the human interlocutor.

3.3. Detecting Backchannel Feedback
Opportunities
A central task for agents that generate feedback in response
to their human interaction partners’ utterances is to determine
when to respond with a feedback signal. As discussed in
Section 2.5, speakers use certain cues to invite feedback, and
researchers have looked into various ways of detecting these
cues. Koiso et al. (1998) learned a decision tree using prosodic
and a simple syntactic feature (part-of-speech, POS) to predict
opportunities for producing feedback. Similarly, Cathcart et al.
(2003) combined pause-durations with an n-gram part-of-speech
model. Meena et al. (2014) present an online backchannel-
prediction system that uses lexico-syntactic and prosodic features
extracted in real-time using automatic speech recognition.

A comprehensive analysis of mostly paraverbal backchannel
“inviting” cues in task-oriented communication of speakers
of American English is presented in Gravano and Hirschberg
(2011). This work analyses speakers’ intonation, intensity, pitch,
IPU duration, voice quality, as well as part-of-speech bigrams and
shows that the likelihood of a backchannel happening increases
quadratically with the number of cues that a speaker displays
at any moment. Gravano and Hirschberg (2011) also show that
speakers differ in the way they use cues. One speaker in their
corpus relied on only two features (intonation and POS-bigrams)
for producing backchannel cues, whilemost speakers used four or
five, and some even all six features that were found in the analysis.

This indicates that there are individual differences in
backchannel elicitation, but also raises the important questions

of whether it is really the speaker using idiosyncratic cues
or rather the listener responding only to some of the cues.
One problem of the corpus studies of feedback behavior
discussed above is that backchannels are (often) optional.
Backchannel-inviting cues are, however, identified by looking
at the backchannels that are actually present in a corpus and
then analysing the speaker’s behavior immediately preceding a
backchannel. The result is that this approach does not allow
the identification of backchannel cues that were not responded
to. Thus, the speaker in Gravano and Hirschberg (2011) who
was thought to only use two features for their cues might
well have produced cues that consisted of more than two
features, but to which their dialogue partner did not respond
with backchannels.

This problem was addressed in the MultiLis corpus (de Kok
and Heylen, 2011), which was collected in a study where three
listeners were made to believe that they were in one-on-one
dialogues with a speaker who was in fact talking to only one
of them. The corpus thus contains backchannel responses from
multiple listeners and made it possible to analyse how different
listeners react to a speaker’s behavior. Analyses showed that
there are places in the speech where only one or two listeners
respond with a backchannel but that there are also places where
all three listeners responded (de Kok, 2013). This made it
possible to detect more places where the speaker might have
produced a cue and also shows that some cues might be more
prominent than others and thus have a higher probability to elicit
a backchannel response.

A similar approach to collecting multiple listener responses
for the same stretch of speech uses a method called “parasocial
consensus sampling” (Huang et al., 2010b), in which participants
have a “parasocial interaction” (i.e., they pretend to be in
interaction) with a video of a speaker. Here multiple participants
were asked to respond to the speaker by simply pressing a
button whenever they felt that providing listener feedback would
be appropriate. It was also shown that this data collection
method can be used reliably using crowdsourcing (Huang
and Gratch, 2012). Heldner et al. (2013) used a parasocial
interaction approach to collect richer behavioral responses by
letting participants produce verbal and nonverbal feedback.

Having responses from multiple listeners enables the
development of more accurate models for backchannel-
prediction (e.g., based on probabilistic sequential models)
that do not simply trigger a backchannel based on a rule but
continuously emit probabilities resulting in a smooth probability
curve that should exhibit regions of high probability during
backchannel relevance spaces and can be used for feedback
generation by finding probability peaks (Huang et al., 2010a;
Morency et al., 2010; de Kok, 2013).

Recently, neural networks (Mueller et al., 2015) and deep-
learning methods based on neural language models are being
used for backchannel timing prediction. Ruede et al. (2019)
combined acoustic features (pitch and energy) with linguistic
features in the form of word embeddings to train an LSTM-
model and could show that using linguistic features encoded in
this way is useful. Using reinforcement-learning and taking the
resulting level of engagement as a reward signal, Hussain et al.

Frontiers in Computer Science | www.frontiersin.org 6 March 2022 | Volume 4 | Article 744574

https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Axelsson et al. Modeling Feedback in Interaction

(2019) learned a deep Q-network for backchannel-generation in
human-robot interaction.

Most of the work for determining backchannel timing
described in this section subscribes to the view that backchannels
are elicited (or invited) by the speaker, i.e., that speakers
(implicitly or explicitly) mark a backchannel relevance space
using behavioral elicitation cues. When listeners detect such
cues, they may then respond by producing a backchannel.
This concept of feedback is often adopted in surface-focussed
approaches to backchannel generation as natural backchanneling
behavior can be produced based on rather shallow analyses of
speaker behaviors.

3.4. Generating/Selecting an Appropriate
Function
Agents that generate human-like feedback need not only to
be able to decide when to produce a signal, but also how
to express it, i.e., a specific signal that is appropriate for the
given dialogue situation needs to be chosen. More specifically,
it needs to be decided which communicative function (contact,
perception, understanding, . . . ; see Section 2.1) and polarity
(positive, negative) should be expressed, and how function and
polarity can be expressed with concrete agent behaviors and/or
conversational actions. General considerations that can be found
in feedback generation models are perceptual, affective, and
cognitive aspects of the interaction (Cassell and Thórisson, 1999;
Kopp et al., 2008; Wang et al., 2011).

Agents that are modeled in a surfaced-focussed way often
do not explicitly choose a specific feedback function to express.
When predicting that a backchannel should be given based on
perceptual features of the interaction partner’s behavior (see
Section 3.3), these agents reactively produce a behavior such as
a short verbal-vocal backchannel, a head nod, or a multimodal
behavior—possibly sampling from a distribution of relevant
behaviors (Gratch et al., 2006; Morency et al., 2010; Poppe
et al., 2013). To produce these concrete behaviors an agent may
additionally need to take its simultaneously ongoing behaviors
into account. If the face-modality, for example, is already in use
with a higher priority, feedback cannot be expressed with a facial
expression and a feedback signal that does not rely on face-cues
needs to be chosen instead (Bevacqua, 2009).

A major limitation of surface-focussed approaches for
predicting feedback placement and choosing feedback form is
that they lack an interactional need to produce a certain feedback
signal at a certain point in time. For these systems, producing
listener feedback is not a means to an end, but an end in itself.
The perspective that these systems have on feedback is that it is a
(surface) behavior that is desirable for agents to exhibit in order
to show natural (i.e., human) listening behavior and facilitate
the interaction by making human speakers believe that they are
listened to and encouraging them to continue speaking (which
is a function of feedback, cf. Goodwin, 1986). While making
humans believe that they are being listened to can be useful for
an interactive system (e.g., in order to project confidence in its
ability to generate a response even when there is a processing
delay that causes a long gap in turn-taking, or to create rapport

between user and system Gratch et al., 2007), a shallow approach
to feedback generation may actually thwart the intended effect. If
the agent’s feedback suggests its ability to understand what the
human interaction partner says but then fails to respond in a
meaningful way, confidence in the system will likely vanish.

Agents that are modeled in a grounding-focussed way aim
to generate more nuanced feedback behavior, that is grounded
in cognitive or affective states, take a variety of approaches to
the function/form selection process. For these agents, the ability
to detect backchannel relevance spaces can be considered a
necessary—but not a sufficient—ability to produce feedback.

3.4.1. Affective Considerations
Agents that take affective considerations into account for
feedback generation may generate a broad range of feedback
functions that are meant to convey their (simulated) affective
or emotional state, display similarity, or influence the user’s
emotional state. For Cassell and Thórisson (1999), this means
that an agent is able to generate emotional feedback with
functions such as agreement (resulting in a smile) or confusion
(resulting in a facial expressions that conveys puzzlement). The
SimSensei agent (DeVault et al., 2014), a virtual interviewer in a
mental healthcare domain, is able to provide affective feedback
with the function of being empathetic to or surprised about what
the user says. Prepin et al. (2013) describe a model that can
express the dynamically evolving “dyadic stance” by adapting
smile-behavior to the interaction partner, in a way that displays
either mutuality or divergence.

Affective considerations in choosing feedback functions can
also go beyond transient affective states. The SEMAINE-project
(Schröder et al., 2012), for example, explored the influence of
personality and emotion and developed a set of four “sensitive
artificial listeners,” embodied conversational agents—each with a
different simulated personality (aggressive, cheerful, gloomy, or
pragmatic)—able to generate multimodal feedback in response
to a human speaker’s conversational behavior. Feedback planning
in this model is based on acoustic, visual (head nods and shakes)
and simple linguistic features (words) extracted in real-time from
the human interaction partner’s behavior and analyzed for their
affective content. In evaluation studies it was shown that users
preferred the affect-sensitive listener to a control and that it led
to higher engagement, felt engagement, and flow.

3.4.2. Cognitive Considerations
Kopp et al. (2008) proposed a model for a feedback system of an
embodied conversational agent that incrementally considers the
(typed) utterance of the human interaction partner and evaluates
it on the the basic levels of communication that feedback serves
according to Allwood et al. (1992), i.e., contact, perception,
understanding, acceptance, emotion, and attitude (see Section
2.1). To evaluate the agent’s ability to perceive, it is checked
whether incoming words are in the agent’s lexicon, to evaluate
its understanding, the agent checks whether it can interpret the
input. The agent’s acceptance is evaluated by comparing the
intention of the utterance to the agent’s own beliefs, desires, and
intentions. Based on these evaluations, the system then generates
a functionally appropriate feedback signal at a specific point
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in time (and with a specific form), combining two planning
mechanisms: Reactive behaviors are triggered by a set of rules that
respond to events in input processing, whereas more deliberate
behaviors are generated in a probabilistic fashion based on the
development of the agent’s longer-term listening state.

Similarly, the model of Wang et al. (2011) incrementally
processes user utterances and computes a partial semantic
representation of it. Based on confidence values associated with
its understanding of the partial utterance, the model computes a
score and positions itself in one of three states (confusion, partial
understanding, understanding) that are then used to generate
specific feedback signals.

3.4.3. Further Considerations
Wang et al. (2013) further introduced aspects of conversation
roles into feedback generation in conversational agents.
Depending on the role of the agent (addressee, side-participant,
overhearer) as well as its goal (participation goal, comprehension
goal) their model chooses different functions and forms of
feedback, e.g., in order to express its roles or to signal an
intended change in its role.

3.5. Generating Different Forms of
Feedback
After choices of feedback timing and function have been made,
the last aspect that needs to be determined for feedback
generation is the specific form of the feedback signal that should
be generated. As shown in Section 2.4, backchannels take the
form of verbal-vocal signals that can be varied phonologically,
morphologically, and using prosody (Allwood, 1988; Ward,
2006). In addition to this, backchannels can be nonverbal or
multimodal in their form when displayed through head gestures,
facial expressions, eye gaze, etc. (cf. e.g., Allwood et al., 2007;
Włodarczak et al., 2012). Thus, the question underlying research
on the choice of feedback form is not only which form to choose
to express a certain function and meaning, but crucially also the
more basic question of which meaning is expressed by a specific
form that an agent is able to produce.

The expression of nuanced differences in meaning and
function through prosodic variation of verbal-vocal feedback
signals has been explored by Stocksmeier et al. (2007), who
synthesized 12 prosodic variants of the German backchannel
“ja” (yeah) using different intonation contours and had them
rated on semantic differentials such as for example hesitant–
certain, happy–sad, approving–rejecting. They found that
agreeing/happiness, boredom and hesitancy were attitudes that
could be distinguished most clearly for certain variant clusters.
Similarly, Edlund et al. (2005) and Skantze et al. (2006) changed
the focal accent peak of fragmentary grounding utterances
(“red?”) and could show that they are perceived to convey
different grounding categories (accept, clarify understanding,
clarify perception) and that they influenced participants’
subsequent responses in a human-agent interaction study.

In contrast to these prosodic variations, Kawahara et al. (2016)
varied the morphological form of Japanese backchannels through
repetition/reduplication (“un,” “un un,” “un un un”; cf. Allwood,
1988) and showed that the variant to use can be predicted by

the boundary type of the preceding clause and by the syntactic
complexity of the preceding utterance (number of phrases).

Oertel et al. (2016) devised perception test methods to
investigate the perceived level of attentiveness that is conveyed
by multimodal feedback expressions of a virtual listener, such as
prosodic variation of verbal or vocal form, as well as head nods.
Using this method they were able to identify features that led to
an increase of the perceived level of attentiveness.

A model that can produce a number of different feedback
forms is described by Bevacqua (2009). It defines a lexicon of
multimodal feedback signals that an agent can produce while
interacting with a user. For the model it was studied (details in
Bevacqua et al., 2007; Bevacqua, 2013) which meaning humans
assign to these signals, finding that positive and negative feedback
can be reliably separated but that signals can be both polysemous
and synonymous regarding more specific functions—i.e., users
may assign different meanings to the same signal and the same
meaning to multiple signals. For each meaning the authors are,
however, able to identify signals that are relevant for application
in the sense that they are recognized as such by a majority
of their participants. The final feedback lexicon of Bevacqua
(2009) consists of a set of rules to express feedback functions.
Each rule captures core behaviors that define a signal as well as
additional behaviors (on other modalities) that can be added in
some situations. Furthermore, the model also takes into account
which modality is currently available for producing feedback.

One of the foundational ideas of embodied conversational
agents, in contrast to voice-only conversational agents, was to
be able to express interactional functions, such as feedback,
using bodily means (Cassell, 2001). In order to synthesize such
functions in multimodal behavior, it is important to be able to
coordinate the behaviors on individual modalities (and with the
user) with regard to timing and resources. A successful general
solution for this problemwas developed in the SAIBA-framework
with the standardization of description-formats for multimodal
behavior (the “Behavior Markup Language,” BML; Kopp et al.,
2006; Vilhjálmsson et al., 2007) that can serve as specifications for
synthesis in behavior realization engines (Kopp andWachsmuth,
2004; Thiebaux et al., 2008; vanWelbergen et al., 2009). Using this
basis, multimodal agent-feedback behaviors could be described
on different levels of abstraction (e.g., provide positive feedback,
synthesize a head nod with a verbal positive feedback, synthesize
head nod variant X while gazing at object Y and uttering “uh-
huh” 300 ms later) and using different synthesis methods (e.g.,
parametric, key-frame-based, or motion-captured animations).
A significant number of embodied conversational agents able to
provide multimodal feedback were built upon systems that use
this framework (e.g., Kopp et al., 2008; Morency et al., 2010;
de Kok and Heylen, 2011; Wang et al., 2011; Schröder et al.,
2012).

Embodied means of providing feedback spans different
levels of awareness, control and intentionality (Allwood
et al., 2007). Blushing, for example, is a feedback behavior
indicative of an inner (bodily) state of which listeners are
not necessarily aware, have limited control over, and do not
communicate intentionally. A head nod, on the other hand, is a
feedback signal that is intentionally communicated, similarly to
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linguistic communicative acts. Other feedback behaviors may lie
in between.

In general, the form of a feedback behavior has an influence
on its perceived meaning and function and interacts with its
dialogue context (e.g., Allwood et al., 2007). A systematic study
of different nonverbal feedback behaviors does not exist, yet (but
see Bevacqua, 2013 for a survey). The “head nod,” however, as
the most prototypical nonverbal feedback behavior, has received
a considerable amount of attention from different fields (Hadar
et al., 1985; Cerrato, 2005; Heylen, 2008; Petukhova and Bunt,
2009; Poggi et al., 2010; Włodarczak et al., 2012; Ishi et al., 2014).
In the field of conversational agents, head gesture generation and
evaluation, has, however, mainly focussed on head movements
(including nods) as co-speech speaker—in contrast to listener—
behavior (e.g., Lee and Marsella, 2010; Ding et al., 2013). Head
nods are part of the behavioral repertoire of most listening agents,
but detailed analyses of how a listener agent’s head gestures
are perceived by users are rather sparse. Bevacqua et al. (2007)
let participants assign backchannel-meanings in three categories
(performative, epistemic, affective) to short videos of a virtual
agent producing different head gestures and facial expressions
(also in combination)—the results of this study were already
described above. Oertel et al. (2016) synthesized head nods
from data and had them rated for perceived attentiveness of an
agent. The result shows that for a head nod to communicate
attentiveness, it should be rather long, have multiple oscillations
and be overall more energetic.

3.6. Implications for the Future Design of
Conversational Agents
The work we reviewed in this section shows that different
aspects need to be considered when developing conversational
agents that should be able to provide conversational feedback
in interaction with users. While the timing of feedback signals
has received a considerable amount of attention from the
research community, resulting in well-performing technical
models for determining backchannel relevance spaces, the
choice of function and form of feedback signals are less well
understood, yet. This may be acceptable for conversational agents
that operate in scenarios where a surface-oriented approach
to feedback generation is sufficient—e.g., for entertainment
purposes or in settings where the goal is to simply encourage
users to keep talking. Future conversational agents, that are
more conversationally competent (i.e., able to more deeply and
broadly understand what their users mean and able to detect
and repair trouble and miscommunication in the interaction),
need to aim for a more grounding-oriented approach toward
feedback generation. For them to be able to more deliberately
use feedback (deciding which feedback function to produce
in order to advance the interaction), more research is needed
on the integration of feedback generation models with models
for language understanding, dialogue state, and dialogue
management. To then be able to synthetically produce a
(multimodal) feedback signal that communicates the intended
function and meaning, more research is needed to better
understand the interaction between the large multidimensional

space of the form of multimodal feedback signals and their
multifunctional meanings. The insights gained from these two
research directions will also be highly relevant for creating
conversational agents that can deal with user feedback, as
described in the following section.

4. FEEDBACK FROM USERS TOWARD
AGENTS

This section presents work on how a conversational agent can
identify, analyse, and understand multimodal feedback. Both
recent and more ground-laying work is presented. Of special
interest is work that classifies feedback either in terms of the
grounding levels described in Section 2, or in terms of the user’s
attitudinal reaction to the system, mentioned in Section 2.1.

To interpret feedback provided from a user toward a system,
the system must identify the signals (Section 4.1) and map
them to some representation (Section 4.2). If the user does not
produce signals understood by the system, the system can in
turn elicit feedback from the user (Section 4.3). We conclude this
chapter by summarizing the implications for the future design of
conversational agents (Section 4.4).

4.1. Identifying Users’ Feedback Signals
As described in Section 2, feedback signals can serve multiple
purposes and may be delivered in many different ways across
many different modalities. It follows that different types of
sensors are appropriate for different types of scenarios to let
agents sense the feedback of their human interaction partners.
Identifying a signal is a precondition for a system to understand
it, just like in the human-human principle of upward completion
described in Section 2.1, where identification is a precondition
for positive or negative understanding.

A parallel problem to that of identifying feedback is
identifying what is not feedback, or what is incidentally feedback
(what Allwood et al., 1992 call “indicated”). A feedback signal
can be unintentional but still carry information that is relevant
to the context. One way of identifying such signals, at least
in annotation, is by using salience as a criterion (Brunner and
Diemer, 2021).

4.1.1. Speech
In Section 2.4, Clark’s model with two tracks on which
communication can happen (Clark, 1996) was contrasted to
Yngve’s main and back channel model (Yngve, 1970). Speech
is the modality where the distinction between these two
feedback perspectives is the most explicit, since main channel
contributions and track 1 contributions are typically speech.

A system that is aware of backchannel signals will want to
separate those signals from main channel contributions. This
separation is crucial for being able to analyse the feedback in
terms of grounding. Gustafson and Neiberg (2010) and Heldner
et al. (2010) have shown that the pitch of a backchannel is
typically similar to the pitch of the speech being responded
to. While pitch alignment of this type also happens for main-
channel contributions, Heldner et al. (2010) show that it
is more common for backchannelling. Additionally, the data
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analyzed by Gustafson and Neiberg came from a corpus where
the conversations took place over telephone, indicating that
the prosodic adaptation patterns still applied even with the
slight latency of a telephone conversation compared to in-
person speech.

Skantze et al. (2014) performed an experiment where a robotic
instructor guided a human participant through a map. They
showed that the performance of participants in the map task was
connected to the user’s utterance timing and prosody, and that
this was more important than the linguistic contents of their
speech. This is an example of how the pitch of speech, sensed
through rising or falling F0, can be used to sense the tone of a
user’s utterance.

The verbal, linguistic component of speech can be sensed
through automatic speech recognition. The quality of speech
and confidence of the ASR can be used to inform the system’s
behavior. Early work in this field was performed by Brennan
and Hulteen (1995), who extended Clark’s feedback ladder
(see Section 2.2) with more explicit levels suited for a system
conversing over a phone line. Through a Wizard of Oz
experiment, Brennan and Hulteen showed interesting grounding
criterion properties of this scenario. For example, users were
more accepting of requests for clarification and displays of
clarification directly following a corrected mis-idenfication.
Modern smart speakers are also speech-only devices, and thus
share their only communication modality with the phone-only
platforms of these early systems.

Dialogue acts are a way to annotate speech in a dialogue by
its communicative function. They are a generalization of speech
acts; where speech acts annotate the communicative function of a
single utterance by a speaker (Searle, 1969), dialogue acts instead
annotate what function utterances have in the context of the
dialogue (Allen and Core, 1997; Core and Allen, 1997; Jurafsky
et al., 1998). Feedback falls under what Core and Allen (1997) call
Backward Communicative Functions, which are the dialogue acts
that refer to previous utterances in the dialogue. Thus, properly
classifying speech as dialogue acts alsomeans identifying whether
it is feedback or not, but crucially, since grounding models like
those by Allwood et al. (1992) or Clark (1996) are not part of
the dialogue act tag standard, annotating speech acts does not
say what the feedback means, only that it is feedback. In Section
5.3, some annotation schemes that extend dialogue acts with
representations of grounding are presented.

Shriberg et al. (1998) used prosody and ASR to classify
speech as dialogue acts. Hanna and Richards (2019) have
shown that a clear understanding of a conversational system’s
intended dialogue act correlates with high acceptance and
understanding of the system’s proposals. A similar high-level
approach for tagging user speech inmodernASR systems is intent
classification, where speech of some length, typically sentence-
length or longer, is classified to approximate the intention (Ajzen,
1991) of the user (Purohit et al., 2015; Larson et al., 2019).

Intent classification typically assumes that the user’s intention
can be found by analysing their utterance as text—the work
by Purohit et al. (2015), who applied intent classification to
short messages on Twitter, showed that it is possible to extract
intent when the channel is text-only and restricted in length.

When the main modality is speech, supported by possible side
modalities like gaze and gesture, however, it is not certain that
the user’s full intention is actually captured by a transcript of their
spoken utterance.

More recently, dialogue act classification has moved on to
using more sophisticated machine learning approaches, often
using the same Switchboard corpus as Shriberg et al. (1998).
An example of this is the approach by Liu et al. (2017), who
showed that convolutional neural networks can classify dialogue
acts on the Switchboard corpus relatively well, and that adding
meta-information about speaker shifts and what dialogue acts
preceded the given context increases the classification accuracy.
Qin et al. (2020) recently presented work showing that state-of-
the-art dialogue act classification can be obtained by classifying
the dialogue act in parallel with the sentiment of the speech being
classified. This shows that the two types of classification overlap.

4.1.2. Gaze
Nakano et al. (2003) presented a study of a stuffed toy robot with
eye-gaze capacity. In this study, it was shown that eye contact
between the user and the robot led to favorable feelings from
the user toward both the robot and the interaction, and that
mutual attention, gaze on the same object, did not lead to the
same improvement when used on its own. However, the highest
favorable reaction from the system came from the use of both
eye-contact and mutual attention. Nakano et al. (2003) took this
to mean that the main effect of mutual attention through gaze is
subconscious, while eye contact is more easily consciously picked
up by users.

Skantze et al. (2014) show that gaze can be used as ameasure of
uncertainty based on how it is used together with other feedback
signals. The scenario used is a map task where a robot head
presents a path through amap to a human user. The authors show
that gazing on the robot has a positive correlation with certainty,
i.e., that users look more at the robot when they are certain of the
path they have just taken through the map.

Mutlu et al. (2009) find that gaze is an efficient way for a social
robot to inform users of what their role in the conversation is—
in cooperation with those users, as a joint act—and also find that
the resulting turn-switching between users and the robot makes
them feel more invested in the interaction.

4.1.3. Head Gestures
Hee et al. (2017) found that human listeners aremore likely to use
non-verbal feedback, including head gestures, toward embodied
agents than toward non-embodied agents. An early attempt to
classify head nods and head shakes as feedback in users of a
conversational agent came from Morency et al. (2005). In their
study, they found that classification of nods and shakes was
possible to do with high accuracy when the visual data from a
camera sensor was combined with a prediction from dialogue
context. For the prediction, high-level features were used, such
as whether the robot’s previous line had started with “do you” or
ended with a question mark.

Paggio et al. (2017) attempted to classify the presence of
any head gesture (from frame-to-frame movement features) in
a video corpus but were only able to achieve a 68% accuracy.
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In a subsequent study, Paggio et al. (2020) added a binary
feature to the model denoting whether the target was speaking
or not, slightly raising the accuracy to 73%. They were also
able to make a distinction between nods, head-shakes, and
miscellaneous gestures with an F-score of around 0.4. This
illustrates the difficulty of classifying three-dimensional head
movement features defined both by position and rotation from
two-dimensional video.

4.1.4. Body Pose and Facial Expressions
The user’s body pose can be used to estimate their intent to engage
with an embodied agent (Bohus and Horvitz, 2009; Sanghvi
et al., 2011; Schwarz et al., 2014). Bohus and Horvitz (2009)
built machine-learning models for predicting the measure of
engagement through many features describing the user’s pose—
how they were standing, whether they were facing the embodied
agent, and how they had moved in the recent past with several
different time-scales. Bohus and Horvitz found that by using
a subset of these features, systems could learn to predict the
moment of engagement or disengagement by as much as 4
seconds, implying that the body pose features that humans use
to display an intent to engage or disengage happen over a
surprisingly long span. Engagement in this sense is a parallel
concept, not quite the same as Clark’s (Clark, 1996) attention,
since a listener may want to end an interaction (disengagement)
while still accepting the proposals of the speaker in the short term.

Body pose can overlap with gaze direction and facial
expressions when a system wants to sense head gestures like
nodding (Sidner et al., 2006) or head-shakes (Morency et al.,
2005, 2007). Facial expressions (Lisetti and Rumelhart, 1998;
Lisetti and Schiano, 2000) can also be used to enhance the
system’s understanding of speech (Kleckova et al., 2005), to sense
the intention to interact (engagement) (Chiba et al., 2017), or to
approximate the user’s affective state (Khosla et al., 2012; Tzirakis
et al., 2017). Engagement as a measure of whether the user wants
to interact is a low level of grounding on its own, corresponding
to attention in Section 2, but nods as a display of understanding
(Section 2.2) convey understanding or acceptance, indicating a
higher level of grounding.

Heylen et al. (2007) found that there were strong connections
between facial expressions and feedback acts linked to positive
or negative feedback on the scale by Allwood et al. (1992)
(see Section 2.1), but also found that some signals were only
significant in combination with other head pose and facial
expressions (Bevacqua et al., 2007; Heylen et al., 2007). For
example, tilting one’s head was interpreted as a sign of negative
acceptance if the subject also frowned. These results came from
an experiment where an agent produced the facial expressions,
so it is unclear how important these findings are for measuring
the importance of facial expressions from users toward agents;
the system could have been producing signals that were less
ambiguous than those produced by the average human.

4.1.5. Multimodality
Kopp et al. (2007) have stressed the importance of multimodal
incremental sensing of feedback, i.e., both sensing signals in
real-time and sensing multiple signals at the same time. The

previously cited work in Section 4.1 shows that many different
modalities have been possible to sense for a relatively long time,
and that combining features often leads to an improvement
in picking up signals accurately. However, multimodal systems
that can sense many different types of signals at the same
time are more rare than single-modality systems, and hard to
compare even when they do pick up multiple signals. Poria et al.
(2017) state why this is not as simple as simply adding in more
modalities to get improved performance:

[P]oor analysis of a modality can worsen the multimodal system’s
performance, while an inefficient fusion can ruin the multimodal
system’s stability.

Chiba et al. (2016) used acoustic features in combination with
facial landmarks to estimate users’ mental states, although
the work seemed to work best for detecting the intent to
engage (Chiba et al., 2017).

Baur et al. (2016) presented a model of how a conversational
agent could recognise the user’s social attitude toward it. Two
systems were proposed: one entirely virtual, and the other
embodied by a humanoid robot. Both of the proposed systems
were equipped with sensors for head tracking, ASR and eye
sensors, and used Bayesian networks to map the user’s behavior
to an approximation of their engagement, as well as which
behaviors the system should employ in response. The discourse,
context, and robot’s personality, as well as entrainment on an
individual user, are allowed to control how likely one behavior is
to lead to the activation of another. The authors do not, however,
present any experimental results backing up the performance of
their models.

In a survey on multimodal approaches for emotion detection,
Marechal et al. (2019) show that affective state can be extracted
both from the user’s pose (Zacharatos et al., 2014), physiological
features like blood pressure (Shu et al., 2018), and from facial
features (Ekman, 1993). While the physiological modality may
be impractical to record for an embodied agent in the wild, facial
data, and pose data could be used, in combination, by any agent
that has video cameras.

Zhou et al. (2018) present a case study on the measurement
of cognitive load through multimodal physiological features
connected to a computer. While the output of the systems
described by Zhou et al.—an estimation of cognitive load—
were not in themselves interesting for the purposed described
in this paper, the work presents a good example of how the
types of sensors mentioned by Marechal et al. can be used in a
computer interface, how they can be multimodally fused (with
beneficial results presented by Zhou et al.), and how intrusive
such an interface is. Specifically, the experiment performed here
measured eye movements, galvanic skin response, and task-
specific measurements like the length of pen strokes – all of these
apply to human-agent interaction as well. To accurately measure
eye movements, the authors used special head-mounted cameras.

Guntz et al. (2017) found that a combination of modalities
performed the best when classifying chess-playing test
participants by their skill in the game. In this study,
emotions (estimated through face interpretation as described
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previously) were the most highly-performing single modality,
but combining facial emotions with gaze resulted in more
well-performing classifiers.

Recently, Axelsson and Skantze (2022) showed that
individuals interacting with a system presenting a painting
to them generally used feedback in the head and speech
modalities, and that feedback in the facial, body pose and gaze
modalities was not important for classifying their response as
positive, negative, or neutral. These results give an indication
that facial expressions are not important to sense for a presenting
system of this kind, but may not be applicable in scenarios where
the audience is more involved with the interaction than being
the audience.

4.2. Understanding User Feedback
Behavior
When a feedback signal from a user has been identified,
a feedback-aware conversational system must decide what
the signal means. The shape that the internal representation
takes is highly scenario-specific and depends on the internal
representations of the task and user models. As we pointed out
in Section 3, models of how systems provide feedback can be
surface-focussed or grounding-focussed depending on whether
their motivation is to use feedback because feedback improves
the quality of the interaction, or because it is justified by the state
of the user, respectively. For systems that pick up user feedback,
there is a distinction between systems that simply identify the
presence of feedback from the users and systems that attempt to
understand what it is referring to and how—but both of these
are grounding approaches as described in Section 2.2, since even
identifying a backchannel is a sign of attention.

4.2.1. Understanding User Feedback in Terms of

Attitudinal Reactions and Affective State
Affect is a general term for the emotions felt by the user of a
system. As was touched on in Section 4.1.5, it is possible to see
affect as an output estimated on other, more concrete multimodal
signals produced by a user. Indeed, for somemultimodal systems,
the main purpose is to estimate the user’s affective state (Poria
et al., 2017).

Tzirakis et al. (2017, 2021) present an end-to-end deep
learning system which approximates the user’s affective state
based on multimodal input features, specifically facial images,
and speech. Comas et al. (2020) estimate affective state by
combining facial images and physiological features, specifically
EEG and skin conductivity.

Skin conductivity and heart rate were used to estimate
affective state in a human-robot interaction setting by Kulic and
Croft (2007), who also argued that affective state can be used as
an input feature for telling a system whether the user is expected
to give feedback or not. More recently, Schodde et al. (2017)
presented specific multimodal signals together with a model
for what they mean in terms of children’s affective states when
interacting with a social robot.

4.2.2. Understanding User Feedback in Terms of

Dialogue Acts
In more recent end-to-end approaches for dialogue modeling,
speech, and feedback recognition can be seen as a classification
task from user behavior to the state of the system (Qian et al.,
2017; Shi et al., 2017), or to the value of specific slots in a
slot-filling dialogue state (Xu and Hu, 2018; Ma et al., 2020;
Ouyang et al., 2020; Zhang et al., 2020). A generalization of this,
that moves beyond task-specific dialogue systems, is to classify
speech and feedback as dialogue acts instead (Liu and Lane, 2017;
Ortega and Vu, 2017). End-to-end models can be trained to
contain internal states keeping track of the user model, learning
these states simply from large amounts of dialogue examples
(Crook and Marin, 2017; Boyd et al., 2020; Li et al., 2020). A
restriction of these large-scale models is that they typically only
work on text-to-text data and do not extend to multimodal input
or output.

4.2.3. Understanding User Feedback in Terms of

Grounding
Axelsson and Skantze (2020) use knowledge graphs based on
Wikidata to map user feedback to structured information that
the system can use to decide how to express its dialogue. The
same concept is used independently, in an extended manner
by Pichl et al. (2020), who insert objects into the knowledge
graph representing the user and the system, and connect those
objects to WikiData objects through relations expressed during
the dialogue. Figure 2 illustrates the approach taken in Axelsson
and Skantze (2020): Feedback from the user, which can be either
verbal or non-verbal, marks edges of the knowledge graph as
grounded or ungrounded on the four levels defined by Clark
(1996) (see Section 2.2). Individual nodes of the graph can be
marked as more or less known by an individual, causing our
dialogue system to refer to the entity by shorter references, or
pronouns if appropriate. The approach works well for mapping
a presentation task, where the robot has the initiative and the
user’s responsibility is to react with feedback, even when there are
multiple users. The approach by Pichl et al. (2020) may be more
appropriate for less presentation-oriented dialogues.

A different approach is taken by Buschmeier and Kopp (2014),
who model feedback interpretation and representation in terms
of an “attributed listener state” (ALS). In this model of feedback
understanding, the user’s feedback behaviors, relevant features
of the agent’s utterances, and the dialogue context are used in
a Bayesian network to reason about the user’s likely mental
state of listening, more specifically whether contact, perception,
understanding, acceptance and agreement (see Section 2) are
believed to be low, medium, or high (Buschmeier and Kopp,
2012, 2014; Buschmeier, 2018). As Figure 3 illustrates, this
inference can be done incrementally while the agent is speaking—
e.g., at every backchannel relevance place—so that the agent
always has an up-to date idea of how well the user is following its
presentation. Buschmeier (2018) calls this process a “minimal”
form of mentalizing (following the concept of a “most minimal
partner model” Galati and Brennan, 2010), which enables the
agent to adapt its presentation in a high-level fashion, e.g., by
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FIGURE 2 | An example of the knowledge graph approach for grounding mentioned in Section 4.2.3, adapted from Axelsson and Skantze (2020).

FIGURE 3 | In the attributed listener state model of feedback understanding, the listener’s likelihood of perception (P), understanding (U), acceptance (AC), and

grounding-potential (GR) is inferred incrementally while the speaker is presenting information (adapted from Buschmeier and Kopp, 2014).

beingmore redundant or by repeating information that is already
considered grounded.

For systems that only handle one domain or type of task,
like the calendar agent used as an example by Buschmeier,
this minimal mentalizing approach might already be sufficient.
For systems that present more arbitrary information, like the
poster presenting system by Axelsson and Skantze (2019),
negative understanding toward one part of the utterance may
imply positive understanding toward another part, or perhaps
invalidate the system’s previous belief that the user understood
something earlier, and thus feedbackmust also be interpreted and
handled in terms of some kind of dialogue state or more complex
partner model, which becomes similar to a representation of
full common ground—with higher associated costs for language
production and adaptation (Keysar, 1997).

4.3. Eliciting User Feedback
A system that can handle multimodal user feedback needs to
be able to handle the case that the user does not give any
feedback, or that the user does not give enough feedback for
the system to create an effective user model. Feedback could
be missing because the user has not given any feedback, or
because it was given through signals that the system is not
equipped to sense. One way to address missing feedback is to
elicit feedback, or elicit feedback in specific modalities through
cues. In human-human interaction, elicitation cues can be both

prosodic and gesture-based (Bavelas et al., 1992, 1995; McClave,
2000), or syntactically related to what the speaker says (Gravano
et al., 2012). Buschmeier (2018) presents this as a way for a
speaker to address a mismatch in information needs, i.e., when
the listener does not believe that the speaker needs feedback to
keep talking, but the speaker does. The types of elicitation that
apply for agent-human interaction were discussed in Section 3.3.

When elicitation cues are used by conversational agents, it has
been shown that the cues are actually connected to responses
by the human conversation partner, indicating that elicitation
cues can be employed by conversational systems (Misu et al.,
2011a,b; Reidsma et al., 2011; Buschmeier, 2018). Gaze cues from
an agent toward the user can be an effective way to cue the user
to display proof of attention (Frischen et al., 2007). Hjalmarsson
and Oertel (2012) showed that the gaze behavior of an on-screen
agent could be used to elicit backchannels from a user, with
more backchannels appearing when the agent looked at the user
more. This was elaborated upon by Skantze et al. (2014), who
showed that a physical robot with a face could use its gaze to elicit
feedback by either looking at the task (a map game) or the user.

4.4. Implications for the Future Design of
Conversational Agents
As we argued in Section 4.1.1, dialogue acts and intent
classification do not contain enough information to classify
whether a user’s reaction to a dialogue system means positive or
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negative grounding. A scheme that extends dialogue acts to cover
this are grounding acts (Traum and Hinkelmann, 1992; Traum,
1994), which generalize dialogue acts to contextualize what the
listener’s responses mean in terms of the state of the conversation.
Schemes like this indicate that the classification of user feedback
into more feature-rich representations is a way to understand the
user more deeply.

In addition to changing how feedback is classified, an
important future direction for the field of understanding user
feedback is integrating the production and interpretation of
feedback. This merges the theory presented in Chapters 3 and 4.
This argument is elaborated upon in Section 5.4.

5. FUTURE DIRECTIONS

5.1. Toward Grounding-Focussed,
Continuous Agent Feedback
In Section 3, we presented the difference between surface-
focussed and grounding-focussed systems, where the former
produces feedback because it is believed to have a global positive
effect on the interaction (such as increased rapport or sense
of engagement). In the latter type of systems, choices about
which feedback to give at which point in time are made
based on how instrumental they are to increase the level of
grounding of individual pieces of information. This type of
feedback is more complex to model, since the system needs
to keep track of these information units and their associated
grounding status, whereas surface-focussed models do not
usually “remember” what they have actually given feedback to.
Note that grounding-focussed feedback can also be instrumental
to increasing global interaction quality objectives, just like
surface-focussed feedback.

As we have seen, there has been a lot of work in traditional
dialogue system research on how to signal a system’s level of
understanding, in the form of clarification requests (negative
feedback) or display of understanding (positive feedback), which
the user then can react to, so that the system can make
sure that it has understood the user’s intentions in spite of
uncertainties (stemming, for instance, from ASR and NLU).
Thus, this tradition has had a clear grounding focus.

When it comes to more continuous feedback, in the form
of backchannels, there has been a lot of research on how to
produce such listener responses at appropriate places while the
user is speaking (i.e., when the user provides a backchannel-
inviting cue) to give the impression of an agent that is attentive
(see Section 3.1). In such approaches, this feedback does not
reflect the agent’s actual level of understanding, and often there
is no deeper processing of the user’s speech. Thus, the feedback
is not produced to reach mutual understanding, but rather as
some kind of support for the speaker. While there might be
certain use cases for such models, this approach is clearly limited.
In fact, such feedback can in many cases be misleading and
counter-productive, as it might give a false impression that the
agent is understanding the user while it is not. When the lack
of understanding is eventually revealed, users may lose trust and
confidence in an agent.

We think there is a need for more research on how to integrate
continuous feedback models with more traditional, grounding-
focussed, models of mutual understanding (such as dialogue state
tracking), so that the agent can produce listener responses that
reflect a deeper understanding.

At the same time, this type of modeling is not in line with the
recent trend of end-to-end modeling in conversational systems.
In such approaches, dialogue data is collected and a model is
trained to generate the behavior seen in the data. This can be
fine when it comes to providing answers to questions, etc., but
it is hard to see how it can be applied in a meaningful way to the
modeling of feedback. Sometimes a listener will produce negative
feedback on some level and sometimes positive feedback on some
other level, but the reason why the listener produced the specific
feedback was based on their current level of understanding, and
this information is not overtly present in the data. Thus, an agent
trained on such data could learn to produce various forms of
feedback which might sound appropriate, but it would not be
instrumental in reaching mutual understanding.

5.2. Timing, Form, and Function of Agent
Feedback
So far, most work on the automatic generation of backchannels
has focussed on the timing of backchannels (see Section 3.3).
This is often motivated by surface-level objectives. However,
if these backchannels should also reflect the agent’s level of
understanding and attitude, future work has to look more into
the form and function of backchannels. For example, if the
agent only commits to the level of continued attention, the
prosodic realization of the backchannel should be different from
cases where it wants to signal agreement. So far, research on
synthesized backchannels has been very limited (Stocksmeier
et al., 2007; Pammi, 2011), and off-the-shelf synthesizers typically
do not have a comprehensive library of backchannels with
associated “meanings,” or useful parameters to control the
prosody either.

This is important also for surface-focussed systems, since
the production of certain forms of backchannels are likely to
sound very “off,” given the preceding context, even if the timing
might be appropriate (Poppe et al., 2013). Such backchannels
are likely to be detrimental to the user’s experience of rapport
and engagement.

A similar problem exists for multimodal feedback generation.
Although there have been studies on the perceived function
and/or “meaning” of facial expressions, head gestures, and
manual gestures of artificial conversational agents, it is not
clear how these findings could be mapped onto different
embodiments and how functions interact when behaviors on
different modalities are combined. Although questions regarding
the compatibility of multimodal signals have received significant
attention in standards for multimodal output generation (the
SAIBA framework; c.f. Kopp et al., 2006; Vilhjálmsson et al.,
2007), the focus was on low-level constraints such as timing and
availability of individual modalities. Concepts regarding higher-
level aspects, such as function combination and function to
behavior mapping are less well understood (Heylen et al., 2008;
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Cafaro et al., 2014). In general, it is unclear how planning-
based multi-level multimodal output generation can be adapted
to work in a dynamic and incremental human–agent interaction
(Buschmeier, 2018, Section 8.3), the integration of backchannels
and grounding phenoma into incremental dialogue models
gained interest in recent years (Visser et al., 2014; Eshghi et al.,
2015).

5.3. Interpreting Multimodal,
Context-Sensitive User Feedback
Compared to other forms of communicative acts, the
interpretation of feedback is perhaps the most challenging.
The reason for this is that feedback often has fragmentary form
with little syntax to guide the interpretation. Instead, meaning
is often conveyed through prosody and visual signals, and the
interpretation is often highly dependent on the context and task
at hand. Attempts have been made to map user feedback to the
different levels of understanding discussed in Section 2.1, but
this has turned out to be very hard. This might help to explain
why there is less work on handling user feedback, compared to
work on how agents should be able to give feedback.

The standard method for understanding the user’s speech in
conversational systems (i.e., NLU) is to use some form of intent
classification. However, in Section 4.1.1, we argued that dialogue
acts and intent classification are not necessarily strong enough
frameworks to model how a user’s feedback to a system construes
positive or negative grounding. While dialogue acts may not
directly say anything about the user’s grounding state themselves,
Traum and Hinkelmann (1992) proposed an extension to
dialogue acts called grounding acts (further developed in Traum,
1994). This scheme is a generalization of dialogue acts, describing
what the listener’s responses mean for the conversation. The
dialogue act classification systems described in Section 4.2 show
that machine learning approaches are quite viable for classifying
dialogue acts; an interesting direction for future work would
be to use those same approaches for classifying grounding
acts instead, and to see if this enables generally grounding-
aware dialogue systems. Benotti and Blackburn (2021) recently
argued that grounding-aware dialogue systems are only viable
if they can handle negative grounding from their users, and
consider classifying grounding acts automatically to be a
future direction.

Moreover, intent classification in current systems
often only relies on the text (from the ASR), whereas
a classifier of feedback and grounding would also need
to take prosody (and visual signals) into account, which
brings it closer to the area of social signal processing
(Vinciarelli et al., 2009).

5.4. Bidirectional Feedback in
Mixed-Initiative Dialogue
Most work so far has focused on either agent feedback or user
feedback (as outlined in Sections 3 and 4, respectively), and
depending on which one has been in focus, different domains
and applications have been used. In “classic” dialogue system
domains, such as ticket booking or question answering, the
focus has been on how agents can provide feedback (such as
clarification requests) to catch errors and misunderstandings

(as discussed in Section 3.2). In studies on agent backchannels,
typical domains include story telling (Schröder et al., 2012),
instructions (Meena et al., 2014) or interview scenarios
(Johansson et al., 2016), where the user is talking most of the
time. When it comes to user feedback, domains where the agent
is talking most of the time are typically selected, such as agent-
human presentation scenarios (Buschmeier and Kopp, 2018;
Axelsson and Skantze, 2020).

Less work has been done on integrating these different forms
of feedback into one system or one model. One example of such
an integrated system was the number dictation system presented
by Skantze and Schlangen (2009), where the user was reading
a number sequence to the system while the system provided
continuous feedback, in the form of backchannels, displays of
understanding and clarification requests, which it keeps track of,
as well as the user’s reaction to them. The system then reads back
the sequence, allowing the user to give continuous feedback in
a similar fashion. However, the domain itself was clearly very
limited. More complex domains allowing for mixed-initiative
dialogue, where bidirectional feedback is relevant, should be
explored. There is some evidence suggesting that when agents
provide feedback, users also expect their own feedback to be
understood by the agent (Sidner et al., 2006; Kontogiorgos et al.,
2021; Laban et al., 2021).

We can expect synergies to emerge when feedback generation
and interpretation capabilities are integrated in one system.
When the system has the turn, its feedback prediction model
could be used to identify places where feedback from the
user could be expected. This information could be useful for
differentiating nonverbal user behavior that is not relevant
in terms of feedback (inconsequential head movements, self-
touches) from behavior with very similar surface forms that is
a feedback act. Furthermore, knowing when to expect feedback
from a user could enable a more sophisticated interpretation
of the absence of feedback (no feedback in certain places can
be considered negative feedback). Conversely, when the user
has the turn and the system is expected to provide feedback, it
could use its own feedback interpretation system to predict the
communicative effects of various feedback signals in the specific
context in order to choose the right behavior.

6. CONCLUSIONS

In this paper, we have presented an overview of the literature
in the field of feedback from agents to humans (Section
3) and from humans to agents (Section 4). For agent-to-
user feedback, we conclude that a viable future direction
is to move toward grounding-focussed rather than surface-
focussed feedback, to improve the form and suitability of the
actual signals, compared to the current models that prioritize
timing. This is a direction that requires work both in the
synthesis and multimodal realization of feedback signals and
the modeling of the user’s state. For user-to-agent feedback,
we find that theoretical models of grounding exist, but require
multimodal processing of the user’s feedback, moving beyond
simply text.

Finally, we conclude that user-to-agent feedback and
agent-to-user feedback are both beneficial to systems. This is

Frontiers in Computer Science | www.frontiersin.org 15 March 2022 | Volume 4 | Article 744574

https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Axelsson et al. Modeling Feedback in Interaction

because users expect a system that produces socially complex
behaviors to understand socially complex feedback, and the
underlying models of how feedback should be produced overlap
with how feedback should be interpreted. Thus, future work
should focus on scenarios where the agent and the user can both
take the turn and speak or give feedback.
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