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Joachim Schröder1,2, Kazuhiko Kawamura2, Tilo Gockel1, and Rüdiger
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Abstract. Favorable characteristics of pneumatic actuators, such as
high force-to-weight ratio and safe interaction with humans are very
suitable for robotic applications. At the Center for Intelligent Systems
at Vanderbilt University, pneumatic actuators are used in our humanoid
robot, called Intelligent Soft Arm Control (ISAC) and have been subject
in several papers in the past [1–4]. Due to the high nonlinearity of the
system combined with the serial kinematics, a fast and robust control
is necessary to achieve the desired motion. Regular controllers seem to
be overstrained with handling these problems, thus special control tech-
niques are required. In this paper, an approach to improve a conventional
PID control by implementing a cascaded model-based controller is pre-
sented. To judge the performances of both control types, a testbed was
built and experiments were performed. The test results are discussed in
this paper.

1 Introduction

1.1 ISAC Humanoid Robot System

At the Center for Intelligent Systems at Vanderbilt University, one research
emphasis is the development and control of humanoid robots. A testbed is the
Intelligent Soft Arm Control (ISAC, Figure 1). ISAC consists of a human-like
upper body with two six-degree-of-freedom manipulators, called Soft Arms [5].
Each Soft Arm is a robotic manipulator that is activated by artificial muscles.
These kinds of actuators feature special properties, e.g. spring-like characteristics
and cause a very natural movement. They are lightweight, safe to operate and
have therefore a high potential to be used in direct interaction with humans.

Especially the fulfillment of safety precautions offer a wide range of applica-
tions in the service sector for ISAC. In this field, ISAC can be used as a human
aid in hospitals or even to assist lightly disabled persons at home.

1.2 ISAC Architecture

Software architecture for ISAC is a real-time multi-agent based distributed sys-
tem called the Intelligent Machine Architecture (IMA) [6] as shown in Figure 2.



2

Fig. 1. Humanoid robot system ISAC

The modules are encapsulated in
different agents, which handle a va-
riety of human-robot interaction and
real-time robot control tasks. A set
of agents are able to run on differ-
ent machines with different operat-
ing systems. In our case, the real-
time applications like the control are
running under QNX, while speech or
video processing is under Windows.
The DCOM/TAO bridge is used to
complete the communication between
those systems. Both arm controls are
running separately from each other in
right and left arm agents. Instead of
using a real arm, the input for the
controller can be send to a simulator
where the same control algorithms, combined with dynmical actuator and arm
models, are implemented.
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1.3 Artificial Muscles

In 1957, the physician Dr. Joseph L. Mc Kibben developed an artificial actuator
to improve his daughter’s grasping ability [7]. The pneumatically actuated muscle
consisted of a inner rubber tube and a outer cord netting. The inner tube was
expanding when inflated, and the cord which was inexpandable transferred this
change of volume in a change of length. The compressible air made the muscle
elastic and safe for direct interaction with humans. Construction and materials
differ from manufacturer to manufacturer, but the principle remained always
same. Figure 3 shows two different artificial muscles manufactured by Shadow
and Bridgestone.

(a)

(b)

Fig. 3. Shadow (a) and Bridgestone (b) artificial muscles

In the 1960’s, electrical motors replaced the Mc Kibben muscle as an orthodic
device, because of the smaller design and the easier way to control. The interest
in artificial muscles became higher when Bridgestone Company redesigned the
Mc Kibben muscles and distributed them as Rubbertuators.

The advantages are, as described in the section above, a spring-like behavior
of the muscles, lower stiffness compared to industrial robots and hereby a safer
use in human environments. Artificial muscles cause, due to the elasticity, a very
natural and smooth movement of the arm. But working with artificial muscles
means also dealing with some handicaps. Due to friction between the outer cord
and the inner rubber tube, the relation between pressure, contraction and force
contains a hysteresis. The nonlinear behavior complicates the control of the
muscles even more, so that higher control techniques are required to operate
these actuators.

1.4 Control of Artificial Muscles

Due to the complexity of artificial muscles, no obvious control architecture is
recommended. In fact, many different control strategies are possible, also de-
pending on the application. In [8], a regular PID controller was implemented to
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control pneumatic muscles. The performance of this controller was quite sensitive
to errors caused by the muscle hysteresis. The same authors followed another
approach in [9], where a pole-placement controller was developed. A polynomial
model whose parameters were estimated at each sampling interval was used to
determine the controller poles.

One problem in controlling artificial muscles is the development of an ac-
curate muscle model. In [5], a feed-forward neural network was applied to one
joint driven by pneumatic muscles. Other researchers implemented a Kohonen
network to solve position control problems [10]. These approaches did not assert
themselves because they needed too many training examples, and therefore too
much time to teach the neural network. An additional problem is that neural
networks are trained for specific inputs. It is impossible within a limited time
to teach a neural network all possible inputs of a six-degree-of-freedom arm to
guarantee robustness and safety of the control. The application of neural net-
works for controlling individual joints with repeating control inputs might in
contrast be useful.

In this paper, the classical position control approach is retained because
it has proven itself to be reliable for many years. To accommodate the special
properties of pneumatic actuators, the standard PID position control is extended
to a cascaded control architecture.

2 Actuator Testbed

Fig. 4. Actuator Testbed

To generate an actuator model and to verify it, a testbed was built (Figure 4).
This testbed was also used to implement the joint control, for tuning the control
parameters and to compare the different architectures. To measure the resulting
torque, two force sensors (Futek L2353 [11]) are integrated between the end of the
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muscles and the testbed frame. External pressure sensors (Futek P4010, [11]) are
placed as close to the muscles as possible to measure the real muscle pressures
and to avoid time delays or pressure loss because of long tubes. An optical
encoder (Sumtek, 8000 steps/turn) is used to determine the actual joint angle.
Over an encoder buffer, the encoder signal is read by a PC interface board,
which has been developed in the CIS lab [12]. Figure 5 illustrates an overview
of the components. Pressure is given from a Bridgestone servo valve unit (SVO
102-A06) that receives the reference pressures via a 4-20mA input signal from
the PC interface card. A National Instruments multi-IO card (Lab PC 1200)
reads the signal of force and pressure sensors into the PC.

Fig. 5. Testbed Components

The Shadow Robot Company offers three different types of muscles with
initial lengths of 150 mm, 210 mm and 290 mm. In the testbed, 210 mm muscles
(lmax) are mounted with a pre-tension of about 15%, half of the maximum
contraction ratio which is 30%. The diameter of the chain wheel is r=0.019 m.
The muscles are driven with a initial pressure of 3 kg/cm2, ∆p varies between
±2 kg/cm2. The initial muscle length is l0 =0.85 lmax, because of a chosen
pre-tension of 15%.

3 System Description

In this section, modeling of system parts is described. Transfer functions of the
different system parts are required for controller design and to proof stability.
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The system can be divided into pressure control unit, artificial muscles (actuator)
and the joint itself. As shown in Figure 6, transfer functions of actuator and arm
are coupled. The mathematical description of the actuator is therefore combined
with the equation of motion of the joint to receive one transfer function.

Fig. 6. Different system parts

3.1 Actuator Modeling

A mathematical description of the actuator, consisting of two artificial muscles,
is developed in this part. The derivation is treated very briefly, because this was
subject of another paper and is explained in [13] more detailed. Basis for the
actuator model was the original Bridgestone muscle model.

Fig. 7. Alignment of artificial muscles in one joint

The formula published by Bridgestone is:

F = D0
2p[a(1− ε)2 − b] (1)

Where F is the force generated by the muscle, p is the internal muscle pres-
sure, and ε is the contraction ratio. D0 is the muscle diameter before displacement
and a and b are muscle parameters.
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According to the layout of the Rubbertuators, shown in Figure 7, and using
the relations τ = (F2 − F1)r, equation 1 as well as ϕ = l1−l2

r and ε = lmax−l
lmax

,
the simplified description for one joint is:

τ = a′∆pr3ϕ2 + b′r2ϕ + c′∆pr (2)

Where a′, b′ and c′ are new joint parameters, r is the radius of the chain
wheel.

The nonlinear part in equation 2 was only significant for larger joint angles
(near joint limits) as well as high ∆p′s. Because these areas are not in the usual
operating range, this part can be disregarded in the actuator model. A dynamic
part was added because experiments showed that the muscles have damping
characteristics, so that especially higher velocities change the actuator’s behavior
and have to be considered. The model was, according to experimental results,
changed to:

τ = Ar2ϕ + Br∆p + Cϕ̇3 + Dϕ̇ (3)

Parameters of the model have been identified as:
A = −23450N

m , B = 174.2N cm2

kg , C = 0.0026Nms and D = 0.14Nms.
The detailed derivation of this formula can be found in [13].

3.2 Modeling the control unit

The transfer function of the pressure control unit (PCU) was determined exper-
imentally. The air tubes are assumed to be a part of the PCU to simplify the
system identification. A reference current value, corresponding to 5 kg/cm2 was
given as a step input to the pressure control unit. Figure 8 shows the response,
which identified the pressure control unit as a first order lag element.
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Fig. 8. Response of pressure control unit on a step input
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The equation for the PCU transfer function is therefore:

FC(s) =
KC

1 + TCs
(4)

The two parameters KC and TC were identified as KC = 1 and TC = 0.17 s.
The experiments were carried out with a tube length of about 5 m between
pressure control unit and artificial muscles. This length matches approximately
with the length of the air tubes in ISAC. The lag time TC is, depending on the
reference pressure or a changing tube length, sometimes shorter than 0.17s, so
that this is representing the worst case. Thus we deal with the actuator element,
the real time lag is allowed to be shorter as assumed because the control speed
and quality would benefit if so.

3.3 Joint Modeling

The simple equation of motion for the joint is:

Jϕ̈− τ = 0 (5)

or with equation 3 and disregard of Cϕ̇3 what affects only high velocities:

− J

Ar2
ϕ̈ +

D

Ar2
ϕ̇ + ϕ = − B

Ar
∆p (6)

Where J is the moment of inertia of the joint which is mainly given through
a metal bar, used to indicate the joint position. The moment of inertia was
computed as J=0.0085 kgm2, referred to the joint axis. Equation 6 has the
structure of a second order lag time element. A comparison of coefficients with
a regular form of a second order element

TJ
2ϕ̈ + 2ζTJ ϕ̇ + ϕ = KJ∆p (7)

leads to the following values:

TJ =
√
− J

Ar2 = 0.032s, ζ = D

2Ar2
√

− J
Ar2

= 0.26 and KJ = − B
Ar = 0.3.

The resulting transfer function of the joint is:

FJ(s) =
KJ

1 + 2ζTJ ·s + TJ
2·s2

(8)

To judge the controllability of a system and to tune the control parameters,
the relation of the parameters latency TL and adjustment time TA are helpful.
The latency is the time that passes, until the changing input value causes an
output, which is appreciable different from zero. This point is defined as the
intersection of the time axis and the tangent in the inflection point of the system
response. The adjustment time is the time that passes between the dead time
until the tangent at the inflection point cuts the abscissa given through KJ .
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To determine these two variables, the step response of the joint was recorded.
A problem when accomplishing this experimentally is, that it is de facto not
possible to give a step to the actuator.

experiment is to give a step input to the muscles by switching directly to an
air supply with the reference pressure and a sufficient in the wires.

One way to see the response is simulating a step to the existing transfer
function. With Matlab/Simulink, a step input of ∆p = 2kg/cm2 was given to
the transfer function 8 of the joint. The system response is shown in Figure 9.
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Fig. 9. Simulated step response of the joint transfer function

Figure 10 shows the parameters latency and adjustment time, which have
been identified as TL = 0.015 s and TA = 0.045 s.
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Fig. 10. Description

According to [14], the controllability of a system is getting more and more
difficult, the higher TL is, because the controller cannot interact and the system
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is totally committed to an occurring disturbance, and the lower TA is, what
means that the system responds fast after the latency is over and the controller
has to act also fast and adequate.

The relation TL/TA is an indicator for the controllability of a system. In
our case, a relation of TL/TA = 0.36 is controllable, but needs a high control
effort [14]. This could be an indicator that we have to fall back on higher control
architectures. Easy controllable systems have a TL/TA ratio of 0-0.1, these with
over 0.8 are hardly controllable. The parameters TL and TA can further be used
to tune control parameters.

4 Controller Design

To design a suitable controller, the demands have to be defined first.
The controller is designed for living up to the following conditions:

1. Fast and exact following of changing command values (input of a new refer-
ence position)

2. Robust behavior on parameter fluctuations (lifting of a load resp. movement
of load)

3. Low overshooting (< 10%)

To analyze if the controller fits the needs described above, the following
experiments were attended:

a. Response of the joint on a step input (Demand 1.)
b. Testing the ability to follow an oscillating reference value by giving a sinus

curve to the controller input (Demand 1.)
c. Study the behavior on parameter fluctuations by giving a step input with

different joint parameters, represented by attached load (Demand 2.)

Demand 3. is important for all types of experiments, but especially for ex-
periment b) , because slow changing inputs will be the main case in the arm
control.

As a first architecture, a standard PID controller was implemented on the
testbed. In most control applications, a regular PID controller as shown in Fig-
ure 11 can solve occurring tasks satisfying, but the success of a PID controller
is doubtful, according to the results in 3.3.

To reduce the error for the position control loop, caused by the nonlinearity
and the hysteresis of the artificial muscles, the idea to implement a subsidiary
torque control loop came up. This inner loop changes the system behavior that
it appears to the outer control loop like a linear element. Controlling the system
on the level of torques has several advantages. Dynamic models of arm parts
can be added if necessary for all joints or just to consider gravity and masses
of inertia in the shoulder and upper arm joint. The torque control loop can be
run separately, for a passive arm-movement (e.g. shaking hands). Testing of the
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inner control loop is possible independent from the rest of the control and allows
exact parameter tuning.

The second architecture is a cascaded PI-PI controller, with separate control
loops for position and torque. Figure 15 shows a possible implementation with
a inner PI torque controller and a outer PI position controller. Torque or force
sensors are required to realize the feedback control.

To realize the architecture in Figure 15 without using torque or force sensors
in the joint, an actuator model (Equation 3.1) is used as feedback to predict the
actual joint torque (Figure 16). Accurate modeling of the actuators is necessary
to receive similar control results as above.

4.1 Implementing a regular PID controller

Figure 11 shows the implementation of a regular PID controller, where the sys-
tem consists of the pressure control unit, the actuator itself and the arm. The
controller output sets directly ∆p in the pressure control unit. The only sensor
information are encoder steps, from which is also the joint velocity derived.

Fig. 11. Implementation of a regular PID controller

The transfer function for a PID controller is given by:

FPID(s) = KP +
KI

s
+ KDs (9)

The experiments were run under QNX with a sample rate of 2 kHz. To tune
the PID parameters, two different methods, Ziegler-Nichols method (ZN) and
Chien, Hrones and Reswick method (CHR) were applied.

The Ziegler-Nichols is a common method to tune PID parameters in process
engineering where usually much higher time constants exist, but also gave sat-
isfying results for our system. After increasing the proportional gain until a un-
damped oscillation occurred, the parameters were determined as KP,crit = 1.25
and Tcrit = 0.175s.
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According to the Ziegler-Nichols approach, the control parameters have to be
set as KP = 0.6·Kp,crit = 0, 75, KI = Kp

0.5Tcrit
= 14.3 and KD = 0.12·KP ·Tcrit =

0.016. Due to instable behavior of the joint (because of the actuator input limit
of ±2kg/cm2), the gain had to be reduced to KP = 0.4 to guarantee stable
movement. Therefore, other control parameters changed to KI = 7 and KD =
0.08.

The Chien, Rhones and Reswick method is based on Ziegler-Nichols, but
improved on basis of simulation results. Control parameter tuning can be done
according to certain criteria, depending if the control wants to be optimized for
fast following of reference values, or for fast control of occurring disturbances.
Experiments with both criteria showed that designing the controller for fast fol-
lowing of reference values gives better results to satisfy the controller demands.
The tuning of this method is based on system parameters latency TL and ad-
justment time TA. These parameters are determined as described in section 3.3.
The control parameters can be calculated as KP = 0.6TA

KJTL
= 6, KI = KP

TA
= 120

and KD = 0.5·KP ·TL = 0.04. The same instability problem like in the last para-
graph required tuning down the proportional gain to KP = 0.2, which decreased
the other parameters to KI = 4.0 and KD = 0.0014.

In the first experiment (Figure 12), three step inputs were given to the con-
troller. The Chien, Hrones and Reswick method showed a smoother, but slower
reaching of the reference value. Fine-tuning of the Ziegler-Nichols parameters
did not allow to get rid of the small spike.
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Fig. 12. Step response of the joint, using regular PID controller

The next experiment shows the ability to follow a slow changing reference
value, represented by a sin curve with f(t)=0.15 sin(2t). Both parameter sets
could not follow this trajectory satisfying, the difference was up to 18◦ between
reference position and joint position (CHR tuning).

Figure 14 shows the step response of the joint with different parameters. In
this case, a mass of 0.8 kg was added to the arm to change the mass of iner-
tia from J=0.0085 kgm2 to approximately J=0.036 kgm2. The joint response
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Fig. 13. Response of PID controlled joint on oscillating controller input

was oscillating after a step input was given as new reference value. These oscil-
lations could be minimized again by decreasing the proportional gain, but the
adjustment time stood in no relation to the smoother curve.
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Fig. 14. Step response of PID controlled joint after changing mass of inertia

4.2 Implementation of cascaded controller (PI-PI)

A possible implementation of a cascaded controller with different control loops
for torque and position is shown in Figure 15. The idea is to give the inner
control loop a fast time response, so that the behavior is similar to a linear
transfer element for the outer control loop. The sample times of inner loop to
outer loop are chosen as 1/10 to provide the required time for inner loop to
adjust the reference value.

The torque controller is implemented as PI control, so that also disturbances
of the inner loop are controlled in order that the loop can be run in stand-alone
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torque-control mode. Even the outer controller has no D-part, because a fast
part of the control is not necessary with the fast inner loop. The number of
control parameters is also kept low because the tuning process would become
more difficult.

Fig. 15. PID controller with subsidiary torque control loop

The transfer functions of torque and position controllers are:

FCτ =
1

KPτ + KIτ

s

(10)

FCp =
1

KPp + KIp

s

(11)

To minimize cost and hardware effort, no force or torque sensors are used in
the ISAC arm. But to realize a closed-loop control, torque feedback is required.
This means the architecture in Figure 15 cannot be implemented in this way.
The next section introduces another possibility to get a torque feedback.

4.3 Implementation of model-based cascaded controller (PI-MBPI)

One approach to realize the cascaded control architecture without measuring
torque is shown in Figure 16. The information about torque is given by our
actuator model, described in section 3.1. The fast torque control loop runs at a
sample rate of 2 kHz, the slower position control loop with a rate of 0.2 kHz.

First step was the implementation of the torque control and inner loop PI
parameter tuning. For this purpose, the joint was fixed in its position so that
no movement was allowed. The parameters were adjusted as KP,T = 0.1 and
KI,T = 10 by Ziegler-Nichols, which led immediately to a good result. After
tuning the parameters, the torque controller was tested separately. Figure 17
shows a response of the torque controller for different step inputs.

The inner control loop has now a behavior like a first order lag time element
with a time constant TT = 0.025. An important fact is that the adjustment time
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Fig. 16. Model-based controller

hardly depends on the amount of the reference torque. The torque was reached
after 0.018 s to 0.02 s, little differences are caused by different filling times but
do not need to be considered.
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Fig. 17. Step response of the inner torque control loop

None of the common tuning methods seemed to work for the position control
loop, this might have to do with the cascaded control structure and the limi-
tations of torque and pressure in the controller outputs. Therefore, outer loop
parameters were adjusted by trial and error as KP,P = 4.0 and KI,P = 8.0.

The joint response on a step input (Experiment a.), Figure 18) was now faster
and smoother than with the regular PID controller. But much more important is
the response on the sinus curve (Experiment b.)), given in Figure 19. The joint
position follows the reference value nearly without lag. Due to the fact that the
joint has to follow a trajectory, this is the biggest improvement compared to the
PID controller.

A change of parameters (Experiment c.), Figure 20) produces overshoot.
This overshoot can be accepted because the controller input will never be a step
of this size. Experiments with higher mass of inertia and the sinus trajectory
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Fig. 18. Step response of the joint, using model-based PI-PI controller
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Fig. 19. Response of PI-MBPI controlled joint on oscillating controller input
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in Experiment c.) showed that the overshot does not play any role when the
controller input is a sequence of very small steps.

Stability of PI-MBPI controller

To prove stability of the control, the closed-loop transfer function of the system
has to be derived. Instead of using the transfer function of the model-based con-
troller, the easier architecture in Figure 15 is used. Provided that the actuator
model is close to the real behavior, this assumption is allowed. The damping
parts of the system have been ignored, that means a simplified version of the
joint transfer function is used for proof of stability. This is possible because the
damping part would take energy out of the system.

Pressure Control Unit FC(s) = 1
1+TCs

Torque Controller FCτ (s) = 1

KP τ +
KIτ

s

Position Controller FCp(s) = 1

KP p+
KIp

s

Joint (Actuator and Dynamics) FJ(s) = Br
Js2−Ar2

Torque Feedback τa = Ar2ϕa + Br∆pi

Table 1. Transfer functions of different components and actuator equation

Because all transfer functions are linear, which means that our overall transfer
function will be a linear equation, the proof of stability can be done with the
Hurwitz criterion [14]. The idea is to locate the poles of the linear closed-loop
function in the s-plane. All poles have to lie in the left half of the s−jω diagram
to prove stability. Therefore, coefficients of the characteristic equation have to
be analyzed.

The closed loop transfer function is:

ϕa

ϕd
=

F0(s)
1 + F0(s)

(12)

To determine poles of the system, the denominator has to be zero:

1 + F0(s) = 0 (13)
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The open loop transfer function F0(s) is derived from the individual transfer
functions as:

F0(s) =
Br(KPτ + KIτ

s )(KPp + KIτ

s )
((Js2 −Ar2)(1 + TCs)) + Js2Br(KPτ + KIτ

s )
(14)

Inserted in Equation 13 leads to the characteristic formula:

(JTC)s5 + (J + JKPτBr)s4 + (JBrKIτ −Ar2TC)s3 + (15)
(BrKPpKPτ −Ar2)s2 + (BrKPpKIτ + KIpKPp)s +

(BrKIpKIτ ) = 0

Comparison with the regular equation

a0s
5 + a1s

4 + a2s
3 + a3s

4 + a4s
5 + a5 = 0 (16)

gives the coefficients a0−a5. The first condition of the Hurwitz criterion says
that all coefficients have to be positive. Considering the fact that the parameter
A is always negative, and all others are positive, this condition is fulfilled. The
second condition demands that all determinants H2..H5 are positive. Hi are [i, i]
sub-determinants derived from the Hurwitz determinant starting at the upper
left corner. The Hurwitz determinant for our system is the following:

H =

∣∣∣∣∣∣∣∣∣∣
a1 a3 a5 0 0
a0 a2 a4 0 0
0 a1 a3 a5 0
0 a0 a2 a4 0
0 0 a1 a3 a5

∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣
0.011 9.5 200 0 0
0.0015 1.7 100 0 0

0 0.011 9.5 200 0
0 0.015 1.66 100 0
0 0 0.011 9.5 200

∣∣∣∣∣∣∣∣∣∣
Computing the determinants H2-H5 gives as result: H2 = 0.0040, H3 =

0.030, H4 = 5, 4 and H5 = 1100, which means that all poles of the system are
lying on the left side of the imaginary axis. The system is hereby always stable.
Stability is also given for different values of J . Changing the mass of inertia to
J=0.036 kgm2 even stabilizes the system more by increasing the determinants.

5 Future Work

The next step is the implementation of the PI-MBPI control on the ISAC arm.
To reduce control errors, the outer loop PI controller will be extended with
nonlinear terms to consider gravitation and masses of inertia in some of the
joints. This will be necessary in any case for the shoulder joint because of the
long lever arm.

Once the control is implemented on the arm, the algorithm will also be used
together with the actuator model and a simplified dynamic arm model in a
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simulator. This simulator allows the imaginary use of the arm and can be used
to test higher level components to verify the controller input, or as a part in a
cognitive robot for learning or motion improvements without using the real arm.

The arm could be equipped with force or torque sensors supplementary. Then
an exact actuator modeling would become redundant and the control would be
improved, especially relating to the interference immunity.

6 Conclusions

On the basis of the received results, the cascaded model-based controller (PI-
MBPI) is preferred instead of using a regular PID control. In particular the
fast following of reference values and the handling of parameter changes are the
deciding features. Practical reasons, like easy extension upon dynamic models
and the ability to run the arm in torque-control-mode, support this choice.

It was shown that the realization of a torque control loop is possible without
using any torque or force sensors. The feedback can be given by an actuator
model, which reduces the required hardware and with it costs.
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